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Kivonat

A szoftverfejlesztés a magas szintii kovetelmények szintjén kezd6d6 folyamat, amelybdl a
szoftvermérndkok megtervezhetik a rendszermodelleket és implementalhatjak a szoftvert.
Ez egy igen Osszetett eljaras, amely soran a bonyolultsag kezelésében tobbek kézt a modell
alapu technikak is segithetnek. A magas minéségli modellek tervezése azonban tovabbra
is faradsagos feladat.

Allapot alapt modelleket elsésorban reaktiv rendszerek viselkedésének hatékony lefra-
sara hasznalunk, melyek példakbol torténé szintetizaldsara kézenfekvd megoldast nyujta-
nak az automatatanul6 algoritmusok. Az aktiv automatatanulas lekérdezések és ellenpél-
dék felhasznaldséval allit el6 modelleket, és igy természetesen kiterjesztheté a mérnokok
tudasabol torténé modellszintézisre is. Ezt a mddszert interaktiv tanuldsnak nevezziik. A
mérnokok azonban - szemben az implementécidk lekérdezésével, amelyekhez gyakran hasz-
nalnak aktiv automatatanuldst - altalaban a komplex kovetelmények megfogalmazasaval
kezdik a fejlesztési folyamatot, és azok alapjan készitik el a rendszermodelleket.

A komplex kévetelmények alkalmazédsa az automatatanuldsban komoly kihivast je-
lent. Még viszonylag egyszerti kovetelményeket is gyakran végtelen halmazokon lehet csak
definialni - ilyenek példaul az él6ségi kovetelmények.

Ezen munka célja az automatatanulason alapulé szoftverfejlesztés elOsegitése azon
komplex kovetelmények meghatarozasaval, melyek algoritmikus médszerekkel tamogatha-
tok. Ezt kdvetGen a megfelel6 formalizmusok integraldsa egy 1étez6 keretrendszerbe, amely
rendszerek és komponensek tervezését segiti el6 interaktiv automatatanulassal.

Ez a dolgozat egy interaktiv allapot alapt modellezési keretrendszert mutat be, amely
tamogatja a komplex bemeneteket — példaul LTL kifejezéseket —, valamint a modellek fino-
mitasat, mint a rendszertervezés hatékony eszkozét. A bemutatott keretrendszer egyesiti
a mérnoki gyakorlat és az automatizalt megoldésok elényeit, tamogatva az absztrakcid
finomitason alapulé modellezési folyamatot, amely a modellezett rendszer magas szinti
kovetelmények tekintetében vett helyességét is képes figyelembe venni.



Abstract

Software engineering is a process, which starts at the level of high-level requirements,
from which the software engineers design the system models and implement the software.
Engineering software is a complex procedure, where model-based techniques can help to
manage the complexity. However, designing high-quality models is still a tedious task.

State-based modeling supports the efficient description of the behavior of a system and
automata learning algorithms can be used to synthesize such models from examples. Active
automata learning constructs models by using queries and counterexamples, and thus can
naturally be extended to synthesize models from the knowledge of engineers. We call
this method interactive learning. However — as opposed to querying implementations,
for which automata learning is frequently used — engineers usually start the development
process by formulating complex requirements, and creating system models from them.

Using complex requirements in automata learning can be challenging. Even relatively
simple requirements are often defined upon possibly infinite sequences, and cannot be
described by finite means — as in case of liveness properties.

The objective of this work is to aid automata learning-based software engineering by defin-
ing the set of complex requirements that can be supported, then integrate corresponding
formalisms into a framework to support the design of systems and components by inter-
active automata learning, allowing the engineer to focus on the expected behavior of the
system and specify its behavioral requirements declaratively.

This thesis presents an interactive state-based modeling framework, which also supports
complex inputs — such as LTL expressions — and also model refinement as an efficient
means to design a system. The introduced framework combines the advantages of manual
engineering practices and automated solutions, supporting the refinement-based modeling
process that keeps the continuously evolving system correct-by-design.

ii



Chapter 1

Introduction

Context Software engineering is a long and complex process, which starts with defining
high-level requirements the envisioned software product must fulfill. The design models
and the implementation are created based on these requirements and they also play an
important role in verification. During these steps, model-based techniques may help with
managing the complexity by the formalized application of modeling.

State-based modeling is a convenient way for characterizing the behavior of a system, but
acquiring a correct model is still challenging. Apart from manual design, automated and
semi-automated solutions also exist for this purpose. Examples include model synthesis
techniques from various temporal logics and property specification languages, automata
learning, and its extension utilizing human knowledge: interactive learning.

Problem Statement The application of automated techniques for model synthesis is
often difficult in practical applications. On one hand, model synthesis from specification
might be impossible due to the inherent abstraction in high-level requirements. On the
other hand, techniques utilizing automata learning work best with trace-based require-
ments, mapping several inputs directly to outputs. This mapping is often infeasible to
acquire from certain types of requirements, especially those, which are defined upon pos-
sibly infinte sequences of behavior — such as liveness and certain fairness properties.

Objective The objective of this work is to aid automata learning-based software engi-
neering by exploring requirement types and formalisms and defining those which can be
supported by algorithmic means. Then, to design the corresponding algorithms and in-
tegrate them into an existing interactive automata learning framework to support system
and component synthesis possibly utilizing complex requirements extensively. This results
in a modified version of interactive learning: a semi-automated solution driven by itera-
tive refinement of declarative behavioral requirement specifications, allowing the designing
engineer to focus only on the then relevant parts of the behavior and gradually complete
the model.

Contribution This thesis presents an interactive state-based modeling framework com-
bining the advantages of manual and automated solutions, which supports complex input
formalisms — such as Linear-Time Temporal Logic — and also an iterative, abstraction-
refinement-based workflow. It also demonstrates the capabilities of the thus extended
framework on a case-study.



Outline The thesis is organized as follows. Chapter 2 provides an outline of the necessary
theoretical background. Chapter 3 presents interactive learning, its reference architecture
and the related approaches. Chapter 4 gives an overview of the possible applications
of temporal logic in the methodology. Chapter 5 describes the tools and steps taken
in creating the current implementation, emphasizing the main design decisions during
the implementation of interactive learning, as well as its current extensions. Chapter 6
presents a case study to demonstrate the capabilities of the approach. Chapter 7 evaluates
the designed algorithms and their effect on the whole framework. Chapter 8 provides
concluding remarks and possiblities for further improvement.



Chapter 2

Background

This chapter provides the theoretical background of the thesis. Section 2.1 introduces
model-based engineering, Section 2.2 and 2.3 discuss automata theory and automata learn-
ing and Section 2.4 describes different types of requirements. Finally, Section 2.5 presents
state-of-the-art model synthesis techniques from these requirements.

2.1 Model-Based Engineering

Due to the extensive application of the modeling concept throughout this thesis, first of
all, we need to define the meaning of model in this context.

Definition 1 (Model). A model is the simplified view of an element of the real or a
hypothetical world (the system), that replaces the the system in certain considerations. .

For a model to be interpretable, executable or formally verifiable, it must be described
according to predefined rules in the given domain. This set of rules is provided by modeling
languages.

Definition 2 (Modeling Language). A modeling language consists of the following el-
ements:

e Metamodel: a model defining the building blocks of the modeling language as well
as their relationships.

e Concrete syntax: a set of rules defining a graphical or textual notation for the element
and connection types defined in the metamodel.

o Well-formedness constraints: a set of constraints that models have to meet in order
to be deemed valid in the modeling language.

e Semantics: a set of rules that define the meaning of the element and connection types
defined in the metamodel. Semantics can be either operational (what should hap-
pen during execution) or denotational (given by translating concepts in a modeling
language to another modeling language with well-defined semantics). .

Models can grasp various aspects of a system. Structural models describe the structure of
the system, representing knowledge regarding the parts of the system and the properties
and connections of these parts. This means that the model describes static knowledge



and not temporal change. On the other hand, behavioral models describe the change
of the system over time through its changing of states and execution of processes. These
categories do not cover every aspect of a system, and usually cannot be separated this well
in practical applications. For instance, action languages of state-based models describe
the behavior of the system in a procedural way. There are several possible formalisms for
both kinds of models, some of which are discussed in the following section.

Model-Based Systems Engineering (MBSE) is the formalized application of model-
ing to support system requirements, design, analysis, verification and validation activities
beginning in the conceptual design phase and continuing throughout development and
later life cycle phases[13]. This concept can also be applied to software engineering. Note,
that the models may be the primary artifact of the development process, in which case
precisely defined formal models are required. When the models are the primary artifacts,
the process is called Model-Driven Engineering.

2.2 Foundations of Automata Theory

In order to provide the theoretical background of behavioral modeling, this section dis-
cusses the necessary basics of formal language and automata theory.

First, we introduce the fundamentals of formal language theory, on which automata theory
is based.

2.2.1 Fundamentals of Formal Language Theory

Atomic elements of formal languages are alphabets, characters and words.

Definition 3 (Alphabet). Let ¥ be a finite, non-empty set. ¥ is an alphabet, its ele-
ments are symbols or characters. .

Definition 4 (Word). If ¥ is an alphabet, then any finite sequence comprised of the
symbols of 3 are words. X" represents the set of every n length word consisting of symbols
in ¥: X" wiws...w,, where VO < ¢ <n:w; € X. The set of every finite word under an

alphabet, formally |J X" is denoted by X*. The empty word is denoted by €. Any word
n>0
w with a length n can be viewed as a function w : {0,1,...,n — 1} — X. .

Words can be constructed using other words. The following definition defines these rela-
tions.

Definition 5 (Prefixes, Substrings and Suffixes). Let w be an arbitrary word, s.t.
w = wvs and w,u,v,s € X*. u is the prefix, v is the substring, and s is the suffix of w.
Formally:

e w € X" is a prefix of u € ¥* iff Is € ¥* : s = wu,
e w € X isasuffix of u e X*iff 3s € X 1 s = uw,

e w € X* is a substring of u,v € ¥* iff w is the prefix and v is the suffix of w. .

Using these atomic elements of formal language theory, formal languages can be defined.



Definition 6 (Formal Language). An arbitrary set of words under an Alphabet ¥ is
a Language. Formally: L C ¥*. .

Definition 7 (Prefix-closure). Let L C ¥* and L' = {u € ¥*,v € ¥* : wv € L}. In
other words, L’ is the set containing all the prefixes of every word of L. L is prefix-closed
if L — L,. .

Especially in case of describing the behavior of reactive systems (or non-terminating pro-
grams), it makes sense to introduce the infinitary counterparts of these definitions. In the
following, we use w to denote the first infinite ordinal — as it is customary in set theory.

Definition 8 (w-Sequence). If ¥ is an alphabet, then any infinite sequence comprised
of the symbols of ¥ are w-sequences (also called infinite sequences or infinite words). Any
w-sequence « can be viewed as a function o : N — X. The set of all w-sequences is denoted
Ewc L]

Definition 9 (w-Language). An arbitrary set of infinite words under an Alphabet ¥ is
an w-Language. Formally: L C 3¢, .

Formal language theory is closely linked with automata theory, which we will introduce
in the following subsection.

2.2.2 Finite Automata and w-automata

Informally, automata are mathematical constructs which read words from an input and
classify them into "accepted' and '"rejected" categories. A bit more precisely, automata
consist of states, some of which are accepting. Starting from an initial state, based on the
inputs received, the automaton transitions between states. If after processing a sequence
of inputs, the final state of the automaton is an accepting one, the input sequence is
accepted. If not, the input is rejected.

One of the simplest automata is the so-called Deterministic Finite Automaton.
Definition 10 (Finite Automaton). A Finite Automaton is a tuple DFA =
(S, s0, 2,0, F), where:

e S is a finite, non-epty set containing the states of the automaton,

sp € S is the initial state,
e X is a finite Alphabet,
e §:5 x X — S is a transition function,

e ' C S is a set of the accepting states of the automaton. .

One kind of finite automata, called Deterministic Finite Automata (DFA) refer to a
property of every state having exactly one transition for every input. Formally: 6(s,a) € S,
where s € S and a € ¥ U {¢} .

The other kind of finite automata, called Nondeterministic Finite Automata (NFA)
refer to a property of every state possibly having multiple transitions or maybe none for
any given input. Formally: d(s,a) € S, where s C S and a € ¥ .

An example of a DFA (Deterministic Finite Automaton) from [29] can be seen in Example
1.



Example 1. See Figure 2.1. This example has four states, S = {qo,q1,q2,q3} (hence
|S| = 4). The initial state is marked by the start arrow, so so = qo. The alphabet can
be inferred as ¥ = {a,b}. Transitions are visualized as qo = q1 given by the transition
function (in this example) 6(qo,a) = q1. The complete transition function in a table form
can be seen in Table 2.1. Finally, the accepting states, or in this case, accepting state of
the automaton is F' = {q3}.

The semantics of automata are defined via runs. A run of an automaton is to test for a
certain input (word), if it is accepted or rejected. See Example 2.

Example 2. In accordance with the transition function, a run of Figure 2.1 with an input
of {a,a,a} would end in state g3 meaning the input is accepted. A rejected input could be
{a,b,b}, which would stop at state q1, a non-accepting state. On deeper examination, one
can see, that this automaton only accepts runs with inputs containing 4t + 3a.

Figure 2.1: A simple DFA from [17].

S|l @ ¢ ¢
a |l q1r q2 g3 4o
bl a1 ¢ ¢

Table 2.1: The transition function of the automaton seen in Figure 2.1

A slightly different formalism can be defined for cases where the acceptance of the input
(word) is not necessary to consider, called Labeled Transition System.

Definition 11 (Labeled Transition System). A Labeled Transition System is a tuple
LTS = (S, Act,—), where:

e S=qo,q,-.-, qn the finite, non-empty set of states, gy being the initial state,
e Act = a,b,c,... the finite set of actions,

e —C S x Act x S the labeled transitions between the states.

In the beginning, the initial state is active. The active state may change after each
transition.

The path of an LTS is the m = (qo, a1, q1, a2, ...) alternating sequence of states and actions,
where ¢ is the initial state and the subsequent states are the results of the transitions
labeled with the actions of the same index, starting from the state with the previous
index. .



Example 3. See Figure 2.2. This example has three states, S = {qv,q1,q2} (hence |S| =
3). The initial state is qo, also marked by the start arrow. The set of actions is Act =

{money, cof fee,tea}. Transitions are visualized as qo M N given by the transition
in this example) (qo, money, q1). The set of transitions (— ) also contains (q1,cof fee, qa
in thi l The set of t iti l tai ff

and (q1,tea,qs).
start H

money

a3
coffee tea Q

Figure 2.2: A simple LTS.

)

Finite automata and LTSs are useful to model system behavior based on inputs, but in
order to work with reactive systems, we also need to handle outputs. Mealy machines are
(usually deterministic) automata designed to communicate with output symbols instead
of accepting and rejecting states.

Definition 12 (Mealy Machine). A Mealy machine or Mealy automaton is a tuple
M = (S,s0,%,9Q,0,A), where:

e S is a finite, non-empty set containing the states of the automaton,

e 5o € S is the initial state,

e X is the input alphabet of the automaton,

e () is the output alphabet of the automaton,

e 0:Q XX — (@ is the transition function and

e A:(Q x X — Q is the output function. .
Mealy machines can be regarded as deterministic finite automata over the union of the

input alphabet and an output alphabet with just one rejection state, which is a sink, or
more elegantly, with a partially defined transition relation.[29]

An example of a deterministic Mealy machine can be seen in Example 4.

Example 4. An example of a deterministic Mealy machine can be seen in Figure 2.3.
The formal definition of the automaton can be seen below.

® S:{a7b7c?d7d/7e’f}
[ ) 50 = Qa
o X = {water, pod, button, clean}

e QO ={V, #, «}



.. . . . . input/output i
The transitions, as seen in Figure 2.3 are visualized as sy ——— s1, which denotes the

machine moving from state sg to state sy on the specified input, while causing the specified

{water,pod} /v
——— d we

output. Also, some simplifications are done, e.g. in this transition: d
see a visual simplification of having both transitions merged to one arrow, this is only for
visual convenience. Figure 2.3 is also a great example of sinks, as seen in state f, the
machine accepts anything, and never changes. This is a variation of the accepting state

seen in DFAs.

l
cean/v’ ﬂ/\LT _b“ﬁjﬁfit____q___
pod/v T~ water/v
clean /v
I \
I \\ \"
g ANy ~ button /% |
I s |
/I \-\ water/ ./U \ \\ II|
'|||I '.Ill
| pod /v I'
P button /4 N button % \/1
Ay R} r
\ (fdf t l\:' '\f_l Y
\ 3]
- ater, pod} /v ter, pod} /v
‘“‘Hii‘f er.pod}/ I'-._ X\ A{clean} /% {water, pod}/
i o
- AN/
U
/%

Figure 2.3: Mealy machine representing the functionality of a coffee machine. [29]

Another possible extension of finite automata is the acceptance of infinite input sequences.
These automata are called w-automata, most of which are nondeterministic and differ only
in their acceptance condition. The most notable kinds of w-automata are Biichi, Co-Biichi,
Rabin, Streett, parity and Muller automata, some of which are defined here.

Definition 13 (w-Automaton [30]). An w-automaton is a tuple A = (5, sg, 2,0, F),
where:

e S={0,1,...,k} for some k € N. A finite, non-empty set containing the states of the
automaton,

e 59 C S is the set of initial states,
e Y is a finite alphabet,
e p: S8 x X — 2%is the nondeterministic transition function,

e ['C S is a set of the final states of the automaton.

A run of the w-automaton A is the r = (s, s1, 2, ...) infinite series of states as a result of
an ag, aj, az, ... infinite input (word), where sg € Sy and Vs; 11 = p(s;,a;).

The characteristic of an infinite run is the set of s € § states, which occur infinitely many
times during the run. Formally: lim(r) = {s|j > 0:Vk > j : s # s1.}.



Biichi Acceptance Condition: A run of the Biichi automaton is accepting, if lim(r) N
F # (. A w infinite word is accepted by the automaton, if there exists a run of the
automaton that accepts w.

Generalized Biichi Acceptance Condition: A Generalized Biichi automaton has zero
or more final states, denoted F; C S. A run of the Generalized Biichi automaton is
accepting, if Vi : lim(r) N F; # (). A w infinite word is accepted by the automaton, if there
exists a run of the automaton that accepts w.

Co-Biichi Acceptance Condition: A run of the co-Biichi automaton is accepting, if
lim(r) C F. A w infinite word is accepted by the automaton, if there exists a run of the
automaton that accepts w.

Parity Acceptance Condition: A run of the parity automaton is accepting, if
min(lim(r)) is even. A w infinite word is accepted by the automaton, if there exists
a run of the automaton that accepts w.

It is also possible to define w-automata with a set of final transitions F' C p. This requires
the definition of runs using transitions, but can be used in a quite similar way. This type
of w-automata are often referred to as transition-based w-automata, and generally perform
better in implementations. .

Example 5. Figure 2.4 shows a simple Biichi automaton. Notice the nondeterminism
and how the automaton accepts only infinite runs.

start —

—b

Figure 2.4: A simple Biichi automaton.

Since automaton-based formalisms deal with alphabets, formal language theory is essential
not only to define them, but to construct them in a way that is efficient in practical
applications. Often automata are used to design and analyze real-life systems. Naturally,
questions of efficiency and correctness arise, which is why the relations of automata and
formal languages are discussed more in-depth in the following subsection.

2.2.3 Relations of Formal Languages and Automata

Definition 14 (Recognized language of automata). The language L C 3 contain-
ing all the accepted words by an automaton M is called the recognized language of the
automaton. It is denoted by L(M) = L. .



Definition 15 (Regular language). A formal language L is regular, iff there is a De-
terministic Finite Automaton M, for which L(M) = L, in other words, iff there is a DFA
with the recognized language of L. .

Let us now introduce a semantic helper §* for both DFAs and Mealy machines. §* is an
extension of the ¢ transition function, as 0* : S x ¥* — S defined by §*(s,€) = s and
0*(s,aw) = §*(0(s, ), w), essentially providing the state of the automaton after running
an input sequence from a specified state.

Definition 16 (Myhill-Nerode relation). A DFA M = (S, sg, %, d, F') induces the fol-
lowing equivalence relation =p; on ¥* (when L(M) = X):

r=py = 0%(s,z) = 5*(s,y)
where x,y € ¥*. This means, that x and y are equivalent with respect to =;;.[19]. .

In words, the Myhill-Nerode relation states, that two words are equivalent wrt. =, iff
runs of both words would end in the same state on the automaton M. The Myhill-Nerode
relation is an equivalence relation with some additional properties[19], which can be seen
in the following.

e The properties of equivalence relations:

— Reflexivity: =z =y .
— Symmetry: =y Yy — Yy =y T.

— Transitivity: if (z =y yand y =y 2) = = =y 2.

o Right congruence: Vr,y € ¥*: (x =ppy = Va € ¥ : xa =p ya)
also, by induction, this can be extended to:
Ve,y e ¥ (x =y y = Yw € " : zw =) yw).

e It respects membership wrt. R:
Ve,yeX*:xa=yy = (r€R < y<R).

e =) is of finite index, has finitely many equivalency classes. Since for every state
s € 5, the sequences which end up in s are in the same equivalence class, the number
of these classes is exactly |S|, which is a finite set.

Using this relation, we can introduce the Myhill-Nerode theorem, which neatly ties to-
gether the previous definitions.

Theorem 1 (Myhill-Nerode theorem[19][26]). Let L C X*. The following three
statements are equivalent:

e L is regular.
e there exists a Myhill-Nerode relation for L.

¢ the relation =y, is of finite index.

For proof, see [19][26]. .

10



The same concepts can be applied to Mealy machines, which are somewhat more complex
in this regard. As before, a semantic helper is needed similar to §*, but considering the
output function of Mealy machines. A* : § x ¥* — Q, defined by A\*(s,e) = @ and
(s, wa) = A(6*(s,w), a).

When monitoring the behavior of Mealy machines, one of the most important metrics
given an input is the specific output given for the input. Each specific run has a pattern
of i1,01,19,09,..,%n,0,, Where ¢ are inputs and o are outputs, called a trace. In order
to characterize these runs, we actually do not need every output from the corresponding
trace, we only need the final one. Also note, that essentially the final output of a run
is given by A*(sg,inputs). Let us introduce a [M]: ¥* — Q semantic functional as
[M](w) = A*(sg,w). This provides the final output given by a run of an automaton for
an input sequence w. Using [M], the behavior of Mealy machines can be captured, as
discussed in the following.

Example 6. Given the Mealy machine M coffcemachine i Figure 2.3, the runs

<clean, v'> and <pod water button, s> are in [M coffeemachine]l, since the given input
words cause the corresponding outputs, while the runs <clean, s> and

<water button button, v'> are not, since these input sequences do not produce those out-

puts.

Similarly to the Myhill-Nerode relations in DFAs, equivalence relations over the P : ¥* —
Q functional can be introduced, where P is an abstraction of [M] that can be applied to
any state, rather than just the initial state.

Definition 17 (Equivalence of words wrt. =p[29]). Given a Mealy machine M =
(S, 50,%,9Q,0,A), two words, u,u’ € X* are equivalent with respect to =p:

u=pu < (YveX*:P(s,uv) = P(s,u'v)).

We write [u] to denote the equivalence class of u wrt. =p. .

This definition is more along the lines of the right congruence property observed in the
Myhill-Nerode relations. The original formalism: v =p ' <= P(s,u) = P(s,u’) of the
Myhill-Nerode relation still stands as a special case of the above definition: if v = € and
v' =€, P(s,uv) = P(s,u) and P(s,u'v) = P(s,u).

Example 7. Taking Figure 2.3 as an example, the following words are equivalent wrt.
water, pod
water, water, pod
pod, pod, water.

The first two are straightforward, since both words lead to the same state d', while the third
input ends in state d. Observably, state d and d' wrt. outputs operate exactly the same
regardless of continuation, hence the equivalence holds.

Theorem 2 (Characterization theorem[29]). Iff mapping P : ¥* — Q =p has
finitely many equivalence classes, there exists a Mealy machine M, for which P is a semantic
functional. .

With this theorem, regularity for mappings P : ¥* — Q can be defined. A P : ¥* — Q)
mapping is regular, iff there is a corresponding Mealy machine for which [M] = P, or
equivalently, if P has a finite number of equivalence classes, analogously to the previously
seen "classical" regularity.
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Figure 2.5: Minimal version of the Mealy machine seen in Figure 2.3.

Definition 18 (w-Regular Language). A formal language L is w-regular, iff there is a
Biichi Automaton M, for which L(M) = L.

As we have already seen, several kinds of w-automata have the same expressive power,
thus, w-regular languages could also be defined using any formalism equivalently expressive
as Biichi automata. .

Note, that the Myhill-Nerode theorem does not hold for w-regular languages.

2.2.4 Minimization of Mealy Automata

The introduction of regularity is useful in the construction of automata, specifically, the
construction of canonical automata.

Definition 19 (Canonical automaton (Minimal automaton)). An automaton M is
canonical (i.e. minimal) iff:

o every state is reachable: Vs € S : Jw € £* : §*(sp, w) = s,

o all states are pairwisely separable, in other words behaviorally distinguishable. For
Mealy machines, this is formalized as: Vsi,s2 € S : Jw € ¥* : A(s1,w) # A(s2,w)

The minimal version of the Mealy machine in Figure 2.3 can be seen in Figure 2.5.

Constructing automata to be canonical, especially in the case of Mealy machines is im-
portant with regards to efficiency and is the backbone of automata learning. The next
proposition comes straightforward from the previously presented characterization theorem.

Proposition (Bounded reachability[29]): Every state of a minimal Mealy machine
with n states has an access sequence, i.e., a path from the initial state to the given state,
of length at most n-1. Every transition of the model can be covered by a sequence of
length at most n from the initial state.
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The process of constructing automata uses the concept of partition refinement. It works
based on distinguishing suffixes, suffixes of words which mark, witness the difference be-
tween two access sequences. The following notion is introduced to formalize this.

Definition 20 (k-distinguishability[29]). Two states, s,s’ € S are k-distinguishable
iff there is a word w € ¥* of length k or shorter, for which \*(s,w) # \*(s', w). .

Definition 21 (exact k-distinguishability). Two states, s,s’ € S are exact k-
distinguishable, denoted by k= iff s and s’ are k-distinguishable, but not (k-1)-
distinguishable. .

Essentially, if two states, s and s’ are k-distinguishable, then when processing the same
input sequence, from some suffix of the word w with length at most k, they will produce
different outputs. Using this, we can observe, that whenever two states, s1,s9 € S are
(k + 1)-distinguishable, then they each have a successor s} and s/, reached by some « € ¥,
such that s} and s}, are k-distinguishable. These successors are called a-successors. This
suggests, that:

e 1o states are 0-distinguishable and

o two states s; and sg are (k+1)-distinguishable iff there exists an input symbol o € 3,
such that A(s1, @) # A(s2, ) or §(s1, ) and d(s2, ) are k-distinguishable. [29]

This way, if we have an automaton M, we can construct its minimal version, by iteratively
computing k-distinguishability for increasing k, until stability, that is until the set of
exactly k-distinguishable states is empty.

Example 8. Given the Mealy machine seen in Figure 2.3, we can use k-distinguishability
to refine its partitions. The initial state, the initial partition would be:

Py ={a,b,c}, {d, d,}v {er, {f}

since when k=1, a, b and ¢ are not 1-distinguishable, but d and d’ separate on the behavior
of the button input, while e and f are separated by the suffiz clean. Let’s see the k=2
scenario.

Py = {CL}, {b}7 {C}v {d’ d/}v {6}’ {f}

Here, water and pod separate a, b and ¢, while d and d’ can still no longer be separated.
If observed, even if k is increased, d and d’ can not be refined. This means, that they are
indistinguishable, they can be merged together without altering behavior. This shows the
process of acquiring the minimal machine seen in Figure 2.5.

The process explained in Example 8 is partition refinement, the exact algorithm and proof
of its validity can be seen in [29]. Partition refinement is a version of the minimization
algorithm for DFAs proposed by Hopcroft[14].

Let us define one last relation which will be useful in the next section to compare automata
minimization and automata learning.

Definition 22 (k-epimorphisms). Let M = (S5,s0,%,Q,6,\) and M =
(97,86, %,9,0",\) be two Mealy machines with shared alphabets. We call a sur-
jective function fr : S — S’ existential k-epimorphism between M and M’, if for all
s’ e S’ s €S where fi(s) =" and with any o € X, we have: f;(0(s,a)) = §'(¢', ), and
all states, that are mapped by f; to the same state of M’ are not k-distinguishable. .
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It is straightforward to establish that all intermediate models arising during the partition
refinement process are images of the considered Mealy machine under a k-epimorphism,
where k is the number of times all transitions have been investigated [29]. Essentially this
establishes P; and P, from Example 8 as images of the Mealy machine seen in Figure 4
under k-epimorphisms where k=1 and k=2 respectively.

Active automata learning algorithms operate in a similar way, but they do not have access
to the automata they are learning.

Note, that although it is possible — and often quite useful — to define minimal w-automata
(the one having the least number of states), however, several problems arise during the
minimization process, due to not having a theorem resembling Theorem 1 in this case.
Firstly, there is no "canonical" acceptance condition: an automaton of one acceptance con-
dition can have exponentially more states than another one with a different acceptance
condition (both accepting the same language). In addition, there may be several, topolog-
ically different minimal automata with the same acceptance condition accepting the same
language. This results in an NP-complete problem out of the scope of this thesis, thus,
not discussed futher. For this reason, traditional active automata learning algorithms for
finite automata are not applicable for w-languages.

2.3 Automata Learning

Automata Learning is a way of modeling a system without having specific knowledge
of its internal behavior. To accomplish this, the external behavior of the system needs to
be observed. This learned model is, as the name suggests, an automaton.

Formally: Automata learning is concerned with the problem of inferring an automaton
model for an unknown formal language L over some alphabet ¥ [15].

In order to monitor a system, access to its behavioral information is required.
There are two approaches, which distinguish the two types of automata learning.

Passive Automata Learning In case of passive automata learning, the gathering of
information is not part of the learning process, but rather a prerequisite. The learning is
performed on a pre-gathered positive an/or negative example set of the systems behavior.
In passive automata learning, the success of the process is determined not only by the
efficiency of the algorithm, but the methodology and time used to gather the data.

Active Automata Learning In case of active automata learning, the behavioral in-
formation is gathered by the learning algorithm via queries. In order to accomplish this,
learning is separated to two components: the learner, which learns, and the teacher, which
can answer questions about the system under learning.

Active automata learning follows the MAT, or the Minimally Adequate Teacher model
proposed by Dana Angluin [4]. It defines the separation of the algorithm to a teacher and
a learner component in a way, where the teacher can only answer the minimally adequate
questions needed to learn the system. These two questions, or queries are are follows:

Membership query Given a w € ¥* word, the query returns the o € € output cor-
responding to it, treating the word as a string of inputs. We write mq(w) = o to denote
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that executing the query w on the system under learning (SUL) leads to the output o:
[SUL](w) = o or A\*(sg,w) = o.

Equivalence query Given a hypothesis automaton M, the query attempts to determine
if the hypothesis is behaviorally equivalent to the SUL, and if not, finding the diverging
behavior, and returning with an example. We write eq(H) = ¢, where ¢ € ¥*, to denote an
equivalence query on hypothesis H, returning a counterexample ¢. The counterexample
provided is the sequence of inputs for which the output of system under learning and the
output of the hypothesis differ: [H](c) # mq(c).

The learner component uses membership queries to construct a hypothesis automaton,
then refines this hypothesis by the counterexamples provided by equivalence queries. Once
counterexamples cannot be found this way, the learner’s hypothesis is behaviorally equiv-
alent to the SUL. The learning can terminate and the output of the learning is the current
hypothesis.

Learner Component

Setup Learning
Algorithm

Teacher Component

Refine mq(w) > Process _

Hypothesis | Membership

_ e Query

h
-
Analyze Test eq(H) » Pr_ocess

Counterexample Equivalence [ Equivalence

. - Query

A

[Counterexample
[YBS] fou I’]d?]

[No]

Return Result

Figure 2.6: Active automata learning.
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As seen in Figure 2.6, the learning proceeds in rounds, generating and refining hypoth-
esis models by exploring the SUL via membership queries. As the equivalence checks
produce counterexamples, the next round of this hypothesis refinement is driven by the
counterexamples produced.

Using an analogous strategy to the minimization of automata seen in the previous section,
starting only with a one state hypothesis automaton, all words are explored in the alphabet
in order to refine and extend this hypothesis. Here, there is a dual way of characterizing
(and distinguishing) between states [29]:

« By words reaching them. A prefix-closed set S, of words, reaching each state exactly

once, defines a spanning tree of the automaton. This characterization aims at pro-
viding exactly one representative element from each class of =p on the SUL. Active
learning algorithms incrementally construct such a set .S,.
This prefix-closedness is necessary for S, to be a "spanning tree" of the Mealy ma-
chine. Extending S, with all the one-letter continuations of words in S, will result
in the tree covering all the transitions of the Mealy machine. L, will denote all the
one-letter continuations that are not already contained in .S,.

e By their future behavior with respect to an increasing vector of words of ¥*. This
vector < di,ds, ...,dr > will be denoted by D, and contains the "distinguishing suf-
fixes". The corresponding future behavior of a state, here given in terms of its access
sequence u € Sy, is the output vector< mq(u*dy), ..., mq(u*dy) >€ QF, which leads
to an upper approximation of the classes of =[gy;z]. Active learning incrementally
refines this approximation by extending the vector until the approximation is precise.

While the second characterization defines the states of the automaton, where each output
vector corresponds to one state, the spanning tree on L, is used to determine the transitions
of these states. In order to characterize the relation between the SUL M = (S, sg, 3,2, 0, \)
and the hypothesis model M" = (5, s(,%,,0’,\) (note, that M and M’ only share
alphabets), the following definition is introduced.

Definition 23 (D-epimorphism). Let D C ¥*. We call a surjective function fp : S —
S’ existential D-epimorphism (surjective homomorphism) between M and M’ if, for all
s’ € S’ there exists an s € S with fp(s) = s such that for all @ € ¥ and all d € D:
fp(d(s,a)) =& (s, ), and X\*(s,d) = A*(¢, d). .

Note, that active learning deals with canonical Mealy machines, in other words, the canon-
ical form of the SUL, and not the perhaps much larger Mealy machine of the SUL itself.

Since active learning algorithms maintain an incrementally growing extended spanning
tree for H = (Sg, ho, 2,9, 01, Af), i.e., a prefix-closed set of words reaching all its states
and covering all transitions, it is straightforward to establish that these hypothesis models
are images of the canonical version of SUL under a canonical existential D-epimorphism,
where D is the set of distinctive futures underlying the hypothesis construction [29]

o define fp : Ssyr, — Su by fp(s) = h as following: if 3w € S, U L,, where d(sg,w) =
s, then h = 0g(hg, w). Otherwise h may be chosen arbitrarily.

« It suffices to consider the states reached by words in the spanning tree to establish
the defining properties of fp. This straightforwardly yields:

— fp(d(s,)) = dg(h,a) for all @ € X, which reflects the characterization from
below.
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— X*(s,d) = A}y (h,d) for all d € D, which follows from the maintained character-
ization from above [29].

In basic logic, D-epimorphisms and k-epimorphisms do not differ, they both deal with
establishing constructed models being images of the model they are based on. D-
epimorphisms could replace k-epimorphisms where D = ¥ it can be suggested, that
there is no need to differentiate. However, there is in important difference of complexity
between the two. While k-distinguishability supports polynomial time, black-box systems
do not. Also, the "existential" in existential D-epimorphism is important: fp must deal
with unknown states, ones that haven’t been encountered yet. This implies that charac-
terization can only be valid for already encountered states.

Active learning algorithms can be proven correct using the following three-step pattern:

o Invariance: The number of states of each hypothesis has an upper bound of =gy 1.

e Progress: Before the final partition is reached, an equivalence query will provide a
counterexample, where an input word leads to a different output on the SUL and on
the hypothesis. This difference can only be resolved by splitting at least one state,
which increases the state count.

+ Termination: The refinement terminates after at most the index of =[gy;z) many
steps, caused directly by the described invariance and progress properties.

The following subsection introduces basic active automata learning algorithms this thesis
builds on.

2.3.1 Traditional Automata Learning Algorithms

Direct Hypothesis Construction (DHC): The Direct Hypothesis Construction algo-
rithm, for which the hypothesis construction can be seen in Algorithm 1, follows the idea
of the breath-first search (BFS) algorithm in graph theory. It constructs the hypothesis
using a queue of states, which is initialized with the states of the spanning tree to be
maintained. Explored states are removed from this queue, while the discovered succes-
sors are enqueued if they are provably new states. The algorithm starts with a one-state
hypothesis, including only the initial state, reached by ¢ and D = ¥. It then tries to
complete the hypothesis: for every state, the algorithm determines the behavior of the
state under D. This behavior is called the extended signature of said state. States with
a new extended signatures are provably new states, so to guarantee further investigation,
all their successors are enqueued. Initially, D = X, so only the 17-distinguishable states
are revealed during the first iteration. This is extended straightforwardly to comprise a
prefix closed set of access sequences. [29][23]
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Algorithm 1: Hypothesis construction of the Direct Hypothesis Construction
algorithm as seen in [29].

Input: S,: a set of access sequences, D: a set of suffixes, an input alphabet X
Output: A Mealy machine H = (5, sg, X, 2,5, \)

1 initialize hypothesis H, create a state for all elements of .9,

2 initialize a queue Q with the states of H

3 while @ is not empty do

4 s = dequeue state from Q

5 u = access sequence from sgp to s

6 for de D do

7 o = mq(ud)

8 set A(s,d) =o

9 end
10 if exists an s’ € S, where the output signature of s’ is the same as s then
11 reroute transitions of s to s’ in H

12 remove s from H
13 else

14 create and enqueue successors of s for every input in X into Q, if not

already in S,

15 end
16 end

17 Remove entries of D \ ¥ from A
18 return H

After the execution of the hypothesis construction seen in Algorithm 1, the output au-
tomaton H is used in an equivalence query eq(H) = ¢ to find whether a counterexample
c exists — similarly to the process in Figure 2.6. If no counteraxamle can be found, the
learning terminates, H is the learned automaton. If a counterexample c is found, for which
A (S0, ¢) # mq(c), ¢ is used to enlarge the suffixes in D and a new iteration of Algorithm
1 begins, using the now extended set D and all the access sequences found in the previous
iteration (the current spanning tree Sp).

The DHC algorithm is a straightforward implementation of active automata learning. It
terminates after at most n3mk + n?k? membership queries, and n equivalence queries,
where n is the number of states in the final hypothesis, k is the longest set of inputs, and
m is the length of the longest counterexample[23].

L3, Algorithm: The L}, algorithm — seen in Algorithm 2 — is similar to the DHC algo-
rithm, however, it maintains a table thoroughout its entire run containing the previously
gathered information. Informally, the rows of the table correspond to states and state
candidates of the hypothesis, and are labeled with a possible access sequence of the given
state (candidate). The columns of the table correspond to the suffixes of the access se-
quence containing separating behavior. Thus, the fields of the table are the results of
mq(prefiz suf fiz). The fields are indexed with Obs(prefix, suf fizx).

More precisely, the rows are divided into two disjoint sets: S, contains unique rows, which
correspond to the states during the hypothesis construction. L, contains rows, which
are labeled with the labels of S, plus an element from the input alphabet — i.e. the
continuation of the access sequences of S,.

Before each hypothesis construction, the consistency and closedness of the table must be
ensured. This means, that S, must only contain unique rows, and each row in L, must
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have a corresponding row in S, with the same elements. This can be reached by iteratively
adding unique rows of L, to S, and adding their continuations to L.

This algorithm results in a canonical automaton of the learned system, but does not
ensure, that the intermediate hypotheses are minimal. That property requires D to be
semantically suffix-closed before the equivalence queries. We say that D is semantically
suffix-closed for the hypothesis H, if for any two states u,u’ € S, and any decomposition
vivg € D of any suffix with Obs(u,vivy) # Obs(u',v1v2). It is possible to ensure this
property using a simple algorithm described together with the original one in [29].

Algorithm 2: Hypothesis construction of the L}, algorithm as seen in [29]

Input: >: an input alphabet

Output: A Mealy machine H = (5, sg, 2,2, 5, \)
1 initialize table T (...)
2 while true do

3 construct H by algorithm Close Table

4 while Check Semantic Suffiz-Closedness returns a separator d do
5 D:=Du{d}

6 construct H by algorithm Close Table
7 end

8 counterExample := eq(H)

9 if counterExample is empty then

10 ‘ return H

11 end

12 d := Process CounterExample

13 D :=Du{d}
14 end

15 return H

The L3, algorithm is more refined implementation of automata learning than the DHC
algorithm. Let n denote the number of states in the final hypothesis and k the size of the
input alphabet. The algorithm terminates after at most n2k + k?n + nlog(m) membership
queries, the first two terms resulting from the maximum size of the table and the last term
as a result of processing the equivalence queries. It also asks at most n equivalence queries.
Also, all computation that is required on the table and the construction of hypothesis
models is polynomial in the size of the final observation table, which contains maximum
n’k + k’n elements.

2.4 Specifying Complex Requirements

The previous sections introduced different modeling types and techniques. We now discuss
the requirements used in model-based engineering which the models need to satisfy.

2.4.1 Requirements and Properties

The concept of requirement is widely used in connection with interactive learning, there-
fore, it is essential to define it precisely.

Definition 24 (Requirement|[1]).
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1. A condition or capability needed by the user to solve a problem or achieve an ob-
jective.

2. A condition or capability that must be met or possessed by a system component to
satisfy a contract, standard, specification or other formally imposed documents.

3. A documented representation of a condition or capability as in (1) or (2). .

Basically, requirements are properties of the system, which the system must satisfy. They
can be specified in many different ways, the most common being textual requirements in
traditional feature lists. This method is an informal way of requirement specification, as
the structure of this format is hard to analyze due to it lacking a precise definition. At-
tempts were made to formalize this type of requirement specification by defining patterns
and mapping them to formal semantics, however, there are also more general, abstract
approaches, such as temporal logics.

The rationale behind the precise formalization is the wide range of automated applications,
especially in formal methods — such as validation, formal verification, test oracle generation,
documentation generation or even code generation. The rest of this subsection defines basic
concepts concerning properties, based on [6].

Definition 25 (Linear-Time Property). A linear-time property (LT property) P over
the set of atomic propositions AP is defined as P C (247)«

An LT property is thus an w-language over the alphabet 247 .
LT properties can be used to describe restictions on the traces of transition systems, such
as LTSs — see Subsection 2.2.2 — or Kripke-structures [21].

Definition 26 (Satisfaction of LT Properties). Let T'S = (5, Act,—) be a (labeled)
transition system, AP = Act the set of atomic propositions and P an LT property over
AP. TS satisfies P — denoted T'S F P — iff Traces(T'S) C P.

This means, that a transition system 7S satisfies the LT property P, if all its traces
respect P. .

Example 9. Figure 2.7 depicts a system of two fully synchronized traffic lights, each
only having two possible actions: red and green. The set of atomic propositions is AP =
{redy, greeny,reds, greens}.

Consider the LT property: P = "The first traffic light is infinitely often green." This
corresponds to the set of infinite words of the form AgAiAs..., such that green; € A;
holds for infinitely many i.

Ezxamples of such infinite words include:

o {green;}0{green; }0{green; }0{green; }0...

o {redy,greeny}{greeni,reds}{redi, greens}{green;,reds}...
Ezxamples of infinite words not included in P:

o {redy, greeni }Hredy, greeni }0DD. .. — it contains finitely many occurrences of greeny

o {redy,redy}{red,reds}{redy,reds}... — it contains no occurrences of green;
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Naturally, finite words do not satisfy P — by definition, they never satisfy LT properties.

It is easy to see, that both the model of the first controller (Figure 2.7a) and the product
controller (Figure 2.7c) satisfy P.

start —| (¢0, ¢0)
start — start —
greeny,reds redy,greens
greeny redy reds greeng

(a) 1st controller (b) 2nd controller (c) Product automaton

Figure 2.7: A simplified model of two fully synchronized traffic lights based on [6].

Following the natural distinction between what a modeled system should and what it
should not do, it is possible to introduce the terms safety and liveness properties.

Definition 27 (Safety Property). An LT property Psqre over AP is called a safety
property iff for all words o € (247)“\ Py, s, there exists a finite prefix 6 of o such that
Psape N {0’ € 0 € (247)%|5 is a finite prefix of o'} = 0.

In that case, ¢ is called a bad prefix. A minimal bad prefiz is a bad prefix of minimal
length. .

Definition 28 (Liveness Property). An LT property P, over AP is called a liveness
property iff for all finite words w € (247)* there exists an infinite word o € (247)
satisfying wo € P. .

Theorem 3. The only LT property over AP that is both a safety and a liveness property
is (247)~. [6] .

Theorem 4. For any LT property P over AP, there exists a safety property Py,s. and a
liveness property P, such that P = Pygpe N Pliye. [6] .

Example 10. Consider the property "the machine provides tea infinitely often after ini-
tially providing coffee three times in a row" regarding a vending machine. This can be
decomposed into two parts.

The first part — "provides tea infinitely often" — is a liveness property: any finite trace can
be extendid such that the property holds.

The second part — "initially providing coffee three times in a row" — is a safety property:
any finite trace in which one of the first three drinks is tea (or generally, not coffee) violates
it.

There is also a third aspect frequently mentioned in the literature: fairness properties.
These are assumptions that rule out infinite behaviors that are considered unrealistic, and
are often necessary to establish liveness properties. However, they are out of the scope of
this thesis and are not detailed further.
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The class of w-lanugages resulting from the above definition of LT properties is too general
to handle. For simpler (i.e. decidable) processing and verification of these properties, we
restrict the language of the properties to w-regular languages. We will see, that this is
enough in most practical use-cases.

Definition 29 (w-Regular Properties). An LT property P over the set of atomic
propositions AP is called w-regular, if P is an w-regular language over the alphabet 247,

More complex constructs also exist in the literature, but these raise serious problems —
such as undecidability — like context-free extensions introduced in [10].

In the following subsection, we are going to introduce languages for the specification of
different LT properties.

2.4.2 Linear-Time Temporal Logic

Linear-Time Temporal Logic (LTL), also called Propositional Linear-Time Temporal Logic
(PLTL) is the extension of propositional logic with temporal connectives over paths of a
base model, e.g. an LTS. It is common to use definitions using Kripke-structures [21] as
base models too, depending on the application. The syntax of LTL expressions over paths
of L'T'Ss is defined as follows:

Definition 30 (Syntax of LTL Expressions). Let m = (sg, a1, $1,a2,...) be a path of
an LTS. Then the valid LTL expressions can be derived using the following production
rules:

o L;: if a € Act, then (a) is an LTL expression.
e Lo: if p and q are LTL expressions, then p A ¢ and —p are LTL expressions.

e Lj: if p and q are LTL expressions, then pUq and Xp are LTL expressions.

With the operator precedence: <+ « — « A « =~ « X, U .

Additional operators can also be defined using the already defined ones:

e true holds for every state,

e false does not hold for any state,

e pVaqas =((=p) A (=q)),

s p—qas(-p) Vg,

e« pergas(p—q)A(g—p),

e Fpas truelUp,

Gp as —~F(-p),

pWq as =((—p)Uq), also denoted as p WB ¢

pBq as =((—p)Uq) A Fq

The semantics of LTL expressions are defined as follows:
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Definition 31 (Semantics of LTL Expressions). Let m = (sg, a1, s1, a2, ...) be a path
of an LTS model M = (S, Act,—). Then the formal semantics to the LTL expressions a,
p and ¢ is given recursively, with regard to syntactic production rules as:

o Li: M,mE(a) a1 =a

o Lo: MimEpAg<+ M, mEpand M, w FE g;
M, 7E —q < not M, 7Fq

o L3y: M,k (pUq) <+ 3j>0: nfEqand VO < k < j: 7" E p;
M,mEXp& mlEDp .

Where F is the logical entailment operator, M, 7 F ¢ denoting: for trace m of model M, ¢
holds.

Example 11. Based on these definitions, Figure 2.8 shows examples for the intuitive
meanings of different LTL operators.

(d) pUq

Figure 2.8: Intuitive examples for the meanings of different LTL operators.

LTL expressions over paths of LTS models can be used to formulate requirements for
any system interpretable as LTSs (such as Mealy machines) in a formalized way resem-
bling conventional propositional logic — which is widely used among engineers. LTL is a
well-researched area of mathematics, and has an extensive tooling available for different
purposes. One such application is the transformation to w-automata, which then can be
executed parallel with the modeled system to verify its behavior.

Example 12. Figure 2.9 shows a possible transition-based Generalized Bilichi Automaton
corresponding the LTL specification (GFa) <> (GFb). A run is accepting if it visits both
edges marked with 0 and 1 infinitely often.

Based on Definition 31, it can be shown that LTL expressions are only capable of describ-
ing w-regular L'T properties. On the other hand, LTL only possesses the expressive power
to describe a proper subset of all w-regular languages [11]. This makes room for exten-
sions and different property specification approaches, which are discussed in the following
subsections.
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Figure 2.9: A transition-based GBA for the specification (GFa) <» (GFb).

2.5 Reactive Synthesis from Temporal Logic

The previous section defined requirements and properties. A straightforward way of uti-
lizing these requirements in connection with automata learning is to transform them to
its targeted formalism — a Mealy automaton. Luckily, model synthesis from w-regular L'T
properties is a well-researched area with an extensive literature. This section introduces
the most common synthesis techniques from such properties to Mealy automata.

From the definition of w-regular properties it follows, that an w-automaton must exist
for each w-regular property. We have also seen, that several formalisms exist for the
formulation of w-regular properties, each fit for a different subset of these properties.
Thus, we are only going to discuss the problem of finding an appropriate controller — in
this case a Mealy machine — for a given w-automaton.

2.5.1 Synthesis Problem for Reactive Systems

Formally, an instance of the reactive synthesis problem is a triple (I,O, L), where I and O
are two disjoint sets of input and output events (words) respectively, and L is an w-regular
language over the alphabet 2799 — given as an w-automaton.

A controller is a function C' : (21Y0)* x 27 ~— 29, An infinite word v = uguiug--- €
(21VO)w is consistent with controller C if, for every n € N,u, N O = C(ug,...,u, N I). A
controller C is said to enforce L if every infinite word consistent with C' is in L. Given I,
O and L, the reactive synthesis problem asks, whether there exists a controller enforcing
L, and also asks for a witness if the answer is positive [24].

From this triple-based definition of the reactive synthesis problem, game theory and the
formal definition of games is a natural association.

2.5.2 Games and Reactive Systems

A game is an w-automaton, where the set of states @) is partitioned into two sets Q) 4 and
@ p for two players A and B. We refer to the underlying automaton (seen as an automaton
and not as a game) as its arena. Runs of the arena are called plays in the game setting. By
convention, the acceptance condition of the arena is the winning condition for the second
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player (B) in the game: a play is won by B iff it is accepting in the arena. Otherwise,
the play is won by A (in particular, finite plays are won by A). It is also convenient to
partition ¥ into 34 (letters played by A) and Xp (letters played by B). This restricts
A (the transition relation) of the w-automaton so that transitions from Q4 and Qg are
labelled with letters from ¥4 and ¥ p respectively.

A strategy for A (resp. B) is a function mapping finite plays ending in Q4 (resp. @p) to
a valid transition extending the play. Given a strategy o for A (resp. B), a o-play is a
(finite or infinite) play p where every transition taken by A (resp. B), say at position i,
is given by o(pg...p;). A positional (or memoryless) strategy is a strategy whose value
depends only on the state in which the given run ends. Given one strategy for each player,
say 04 and op, there is a unique longest play that is both a o 4-play and a og-play, which
is called the outcome of 04 and op. A winning strategy for a player is a strategy that
makes that player win its outcome against every strategy for the other player. A game is
turn-based if A alternates between Q4 and @Qp (i.e. no player plays twice in a row).

It is now clear, that the defined games and the reactive synthesis problem are closely
related — just swap the players A and B to the I and O of the synthesis problem — and the
old and well-researched game-theory can be applied to efficiently solve it.

In fact, most state-of-the-art approaches — such as LTLSYNT [24] and STRIX [22] — use
parity-game solving for model synthesis, which we discuss next.

2.5.3 Synthesis through Parity Games

The w-automata, based on which the controller is constructed, does not necessarily sepa-
rate input and output symbols. This results in smaller automata — perfect for verification
— that are hard to utilize in model synthesis. Thus, we need to define a corresponding
intermediate formalism, which takes this into consideration.

Definition 32 (Split Word, Language, Automaton). Let a word u = (u;)ien €
(21Y0)w. We define split; o(u) = (v;)ien € (2720)% as follows: for all i € N, vg; = u; N T
and vg;+1 = wi N O. This operation naturally extends to languages: split; o(L) =
{split; o(u)|lu € L}.

The split of an automaton A = (Q,2™° A, g, F) is the automaton, noted split; o(A),
(QUQ x 27,2190 A, qo, F) where each transition (¢, a, f, o) € A gives, for each i € aN?2’,
two transitions in Ag: (q,i,0, (¢,4)) and ((g,4),aN 29, f,¢). .

Example 13. Figure 2.10 shows an example of a split automaton for the Biichi automaton
of Example 12. Notice, how the splitting separates the edges to ones containing only input
symbols and those containing only output symbols. Also nmote, that the split automaton
1s nondeterministic and exhibits the acceptance condition of the original automaton: the
transition-based generalized Biichi condition.

For the construction of an appropriate controller, the following two theorems give clues.
For the proofs, see [24].

Theorem 5. Let G be a game whose arena is complete and deterministic for player A
and that recognizes split; o(L). If player B wins G, then there is a controller enforcing
Lu L]

Theorem 6. Let G be a game whose arena is complete for A, deterministic (for both
players) and recognizes the language split; o(L). If there is a controller enforcing L, then
B wins the game G. .
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Figure 2.10: Split automaton of the automaton from Figure 2.9 based on [24].

Note, that both theorems require the arena of the game to be deterministic, and no
algorithms are known for the nondeterministic case. This restricts the applicability of
certain w-automata: for instance, deterministic Biichi automata are strictly less expressive
than their nondeterministic counterparts. Thus, most approaches use deterministic parity
automata (DPA) as the arena of the games to solve. Deterministic and nondeterministic
parity automata are equally able to express all w-regular languages and they also have a
natural association to turn-based games. Thus, the next step of these synthesis algorithms
is the determinization of the input w-automata by applying a transformation to a DPA. A
possible algorithm for the transformation of transition-based Biichi automata to transition-
based DPA is that of Redziejowski [27].

This is followed by the solution of the parity game. An appropriate algorithm is Zielonka’s
recursive algorithm [33], with the time complexity of O(n?), where d is the number of
different priorities in the game. There are other, quasi-polinomial algorithms too, which
can be applied with little improvement in most practical cases.

Example 14. Figure 2.11 shows a parity game constructed from the automaton in Ez-
ample 13 — with a deterministic parity automaton as its arena. The diamond nodes belong
to Player A — the environment player — and the circular nodes belong to player B — the
system player. Player B wins, if the minimum priority encountered infinitely often is odd.

The solution is also shown: the highlighted nodes and transitions are in the winning strat-
egy, while the grey elements are unreachable.

When Player B has a winning strategy o from the initial state, we can extract a controller
from o that ensures realisation of the specification. It corresponds to an incompletely
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Figure 2.11: Parity game from the automaton in Figure 2.10 based on [24].

specified Mealy machine, where some outputs might not be specified and could be instan-
tiated either way. This enables more compact representations and retains the possiblities
in the implementations.

Let (V4,Vp, E) be the parity game arena where B wins from the initial state with the
strategy o. We can use @ = {q € V4| Player B wins the game applying the strategy o} as
the set of states. For the transition function, let §(q,%) := ¢’ by choosing some ¢’ where
((g,1),0,q) € o for some I C %, with i € I and any O C X,,;. By construction, and
as o is a winning strategy for all ¢ € @Q, such a ¢’ always exists. However, there may
be multiple applicable ¢’. This may result in several possible — not necessarily minimal
— controllers. For the output function, let §(¢q,7) = ¢’ be an edge of the Mealy machine.
Then, let A\(g,7) ={o | 31,0 :i€and o€ O and ((¢,1),0,q) € o} — a Boolean formula
encoding all the possible corresponding outputs in a nondeterministic way.

Example 15. Figure 2.12 shows a Mealy automaton constructed from the winning strat-
egy of the parity game in Example 14.

Note, that the automaton is nondeterministic — not fully specified — and non-minimal — q;
and gz could be merged. The minimal automaton can be seen in Figure 2.13.

b —a/—b
—a/b a/ —a/—b af

ool o
a

a/Eout /b

Figure 2.12: (Non-minimal) Mealy machine from the parity game in Figure 2.11.

mafb a/b

_‘(I/_‘b
start H e

a/zout

Figure 2.13: Minimal, non-deterministic Mealy machine from the non-minimal version
in Figure 2.12.
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Chapter 3

Interactive Learning and Related
Work

This thesis is built on three main pillars. First and foremost, it is the extension of a joint
work on interactive learning [8], summarized in Section 3.1. Second, it is heavily based
on model synthesis techniques from LTL formulae, already introduced in Section 2.5. The
third one is model refinement, which is a well-known concept in engineering, also undefined
in the context of automata learning.

This chapter summarizes interactive learning in Section 3.1, and also reviews the related
approaches in Section 3.2.

3.1 Interactive Learning

Previous works proposed an interactive approach for designing reactive systems, the most
relevant aspects of which are summarized in this section. In Subsection 3.1.1, the applica-
tion of this methodology is presented from the users’ point of view: the intended usage of
the interactive automata learning framework — also called Interactive Learning Entity or
ILE - and its utilization in the design of reactive systems in a declarative way. Then, in
Subsection 3.1.2, the relevant parts of the architecture, software components, algorithms
and data structures are presented.

3.1.1 Overview of the Methodology

The methodology is heavily based on the interaction of the user with the ILE. The different
types of interacitons are summarized in Figure 3.1. These interactions take place in a
predefined order — the proposed workflow, illustrated in Figure 3.2. Its most important
steps are explained later in this section. This workflow consists of two phases: first, an
offline one, and then an online one, and ends with the serialization of the models. During
the offline phase, the ILE offers little assistance, the designing engineer must determine
the required details by other means. The interactive system design happens during the
online phase.

The main characteristic of the input formalisms of individual steps in both the offline
and the online phases is the declarative way of describing the system components. This
allows the engineer to focus solely on the expected behavior and acquire a minimal model
exhibiting the specified functionality.
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Add Requirement
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Interactively

Engineer
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Check Synthesized
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Figure 3.1: Interaction types between the engineer and the ILE.
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correct?]

Figure 3.2: The proposed workflow of Interactive Learning from [8].

Components and Interfaces:

The workflow enables the modeling of composite systems by declaring the components
during the first step and iteratively synthesizing a definition for each one. These compo-
nents are handled as independent systems, for which the interfaces — the input and output
alphabets — have to be defined in advance. This results — among others — in the arbitrary
ordering of the online behavior-learning phases, and the behavioral faults being limited to
their components of origin (although this does not limit the propagation of errors through
messages resulting from incorrect behavior).

Providing Requirements:

Specifying requirements for the component under learning is present in both the offline
and the online phases. In the offline phase, it is useful for more general requirements, with
the scope of the whole component, conveniently formulated as logic expressions or long
traces of the expected behavior. In the online phase, it is guided by the queries of the

29



algorithm regarding a yet unspecified behavior at a specific place in the trace currently
examined. This can also be answered using various, more complex types of the supported
requirements, but giving the corresponding output containing just the answer for the
specific question is the most convenient option.

Several supported requirement types have been defined for the ILE, attempting to provide
a generic structure open for extension. Among trace-based requirements, valid and invalid
traces were specified along with just the corresponding output for a given trace, and
also sequence diagrams. Logic-based requirements have also been included in the initial
specification through LTL expressions with the simplest possible model and little success
— which this thesis attempts to improve. Due to handling numerous requirements in
several different formalisms even during a simple learning, a best-effort conflict resolution
procedure was also introduced. The workflow of providing requirements can be seen in
Figure 3.3.

Provide Requirements

-~ [No]
_a\ Add Corresponding |
Output
A uteu / [Yes]
E— O
Y
| Remove Conflicting |

- ~
—){ Add Valid Trace ——
Requirements | construct a

Add Trace to ~ model?
Exclude

/ Add Sequence }_
Diagram

—> Add LTL Expression “—

Can the ILE

Figure 3.3: The process of adding a requirement.

Checking the Synthesized Model:

During the online phase, whenever the ILE assumes that it has gathered enough informa-
tion to construct a model for the given component, the engineer if offered with a visualized
representation of the current state of the model being synthesized — the equivalent of an
equivalence query in automata learning algorithms. The user can either approve this
model — in which case the learning, and therefore the design of the behaviour is complete
for the component — or provide a counterexample where the model does not meet the —
not yet specified — requirements.

The proposed equivalence model is a deterministic automaton, which, based on the infor-
mation provided by the user, can be incomplete in multiple ways. The behavior of the
desired model can differ from that of the learned system because of lacking information, in
which case the user (acting as the equivalence oracle of the learning) needs to provide the
separating behavior. Another reason for incompleteness can be newly discovered states,
whose behavior is unknown based on their input signatures. This case prompts the user
to evaluate the validity of state separation and to provide the lacking information. If, for
some reason the hypothesized behavior is contradicting that of the desired system (by the
users’ oversight in providing requirements), the actual, currently conflicting requirement
can be provided to guide the learning algorithm through the process of conflict resolution
described above. Examples for equivalence models can be seen in Figure 3.4.

If the model is accepted, the design phase is complete for the current model. When all
models are complete, the composite system model can be serialized in various formalisms,
including that of the Gamma Statechart Composition Framework [25].
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Figure 3.4: Equivalence query for an incomplete model (left) and the final model (right).

3.1.2 Overview of the Architecture

The architecture of the ILE consists of two main components: the learning algorithm -
which is responsible for the model synthesis procedure, thus the course of the learning -
and the interactive oracle - investigating the membership of the given input sequences in
the languages of the models given by the user on one side and interacting with the user on
the other side. A functional overview of this architecture is depicted in Figure 3.5. The
following subsections elaborate on the details and connections of these components.

Check Requirement
Consistency

7 < Ask for Further l < Query Unknown Output

‘\77/ Requirements g g
Define Requirement Provide Qutput ’
Oracl Learning
/\ < Query Hypothesis Correctness racle 4 Query Hypothesis Correctness Algorithm
/ 0\
/ \
/ \\ Provide Counterexample } Provide Countertﬁmple }
Engineer

Figure 3.5: High-level architecture of the components of the ILE.

In the case of the learning algorithm, active automata learning algorithms were chosen as
a design direction. Active automata learning enables complete separation of the learner
algorithm and the system under learning through a teacher component — enabling the
system under learning to be made from multiple, separate requirement-models provided
by the user. Since active automata learning works through queries, the query can go
through arbitrary layers of logic — allowing the proposed oracle-based interactive learning.

As discussed in Chapter 2, active automata learning algorithms work through a teacher
and a learner component. While traditionally, the queries asked through the teacher are
automated - by known or derived information and equivalence algorithms - in order to
achieve an interactive algorithm, we created a new approach. Figure 3.5 shows the Learn-
ing Algorithm delegating its queries through the oracle, which delegates the questions to
the user. The abstract approach presented in Figure 3.5 does enable interactive learning,
but implementing it using traditional approaches (by delegating every single query to the
user) proves to be infeasible in practical use cases because of the overwhelming amount of
queries needed to learn a model. In order to overcome this boundary, we made optimiza-
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tions to the ILE to automate a subset of queries, and we designed a new, adaptive active
automata learning approach to heuristically control the design space.

3.1.3 The Oracle

The oracle is responsible for interacting with the user, managing the provided requirements
and extracting information based on the queries posed by the learning algorithm. Its most
important component is the interactive learnable.

The interactive learnable stores the requirements received from the user in the form
of partial models and answers the queries of the learning algorithm. The architecture of
of the interactive learnable can be seen in Figure 3.6.

<<interface>> InteractiveLearnable
PartialModel

0--" -inputAlphabet
-partialModels| -outputAlphabet

+getPossibleOutputs(inputSequence) +getOutput(inputSequence)
+isProximityKnown(inputSequence) +getCommand(inputSequence)
I0PairModel InvalidTraceModel

ValidTraceModel LTLModel

Figure 3.6: Architecture of the Interactive Learnable component.

Partial models have two responsibilities: providing the set of possible outputs to the given
input sequences based on the information contained within, and providing information
about the proximity of the input sequence. The intersection of these possible outputs
provides the output based on the given requirements, and also reveals conflicting require-
ments without additional overhead. In the current approach, the inconclusive outputs
are delegated to the user — highlighting the non-conflicting choices — creating the loop in
Figure 3.3.

Telling whether partial models contain additional information enables the interactive learn-
able to track the easly explorable parts of the design space, thus facilitating significant
optimization opportunities for the entire workflow through attaching an adaption com-
mand to the answer to each query. For instance, when a given valid trace is queried for
an output somewhere in the middle of its contained sequence, the exploration of the rest
of its contained behaviors can be automatically queried without requiring the input of the
user.

Preserving the requirements in separate partial models has several advantages. First of
all, it ensures the traceability between the user input and the learning algorithm, which is
essential, as the user may not understand feedback or questions about information derived
from their input. Also, translating each requirement to a common formalism and merging
these models might be possible, but the addition and removal of models - which are
frequently used operations in the workflow - would be severely ineffective. Additionally,
in this manner the exploration of the individual models may be adjusted to their own
internal logic.
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Supporting model conflict handling — as proposed in Section 3.1.1 — introduces two poten-
tial challenges: models have to be able to be removed just as easily as they can be added,
and inconsistencies need to be handled when removing a model. The first problem is solved
by the partial model pattern, but the other one requires further consideration. Model in-
consistency arises, when a model has been used to answer behavior-related queries, then
it is removed. In this case, the already extracted information remains in the system, but
its source disappears. Our solution to this problem, is to restart the automata learning —
retaining the models already provided by the user, thus hiding this restart — by attaching
a reset command to the answer to the queries of the adaptive learning algorithm.

3.1.4 The Learning Algorithm

There are a variety of approaches to active automata learning, differing in the number
of queries and the logical order in which they are asked. To fully utilize the proposed
interactive learning, the used automata learning algorithm is required to:

o allow the addition, removal and modification of requirements (and thus the learned
behavior), and

e to be easily extensible and open for modification, such that the adaptive considera-
tion of explorable and inferable behaviors - enabled through the proposed interactive
learnable - can be utilized.

To support the above requirements — as an initial solution — we built upon and designed
a variant of the Direct Hypothesis Construction algorithm, already introduced in Chapter
2. The DHC algorithm learns through rounds of hypothesis creation, in which every
round starts from the ground-up. This approach has the benefit of allowing the system
under learning to behaviorally change through the run of the algorithm, and - in the
case of interactive learning - allows the designing engineer(s) to add, remove and modify
requirements during the online phase of the workflow.

This results in adaptive learning algorithms, which receive both the desired output and
the learning heuristic to utilize - keeping an identical, but extended automata learning
architecture. The resulting algorithm can be seen in Algorithm 3.

As line 7 shows, the membership query returns both the output and the adaption heuristic.
If the adaption command is reset, the learning round begins again while keeping the current
inputs. The enqueueing of successors is only possible, if the received heuristic is optimistic,
allowing the fine-tuning of exactly which states to explore greedily.
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Algorithm 3: Adaptive Direct Hypothesis Construction algorithm
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Input:

Sp: a set of access sequences, D: a set of suffixes, an input alphabet X

Output: A Mealy machine H = (5, sg, X, 2, 5, \)

initialize hypothesis H, create a state for all elements of .S,
initialize a queue Q with the states of H
while @ is not empty do
s = dequeue state from Q
u = access sequence from sg to s
for d € D do
output, adaptionCommand = mq(ud)
if adaptionCommand is RESET then
‘ go to line 1
end
set A(s,d) = output
end
if exists an s’ € S, where the output signature of s’ is the same as s then
reroute transitions of s to s’ in H
remove s from H
else
if adaptionCommand is OPTIMISTIC then
create and enqueue successors of s for every input in X into Q, if not
already in S,
end
end
end
remove entries of D \ ¥ from A
return H

Naturally, the complete architecture of the framework introduced in this chapter contains
several other — from our current perspective irrelevant — components. For the sake of
completeness, a complete architectural overview can be seen in Figure 3.7.
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Figure 3.7: Architectural overview of the ILE.
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3.2 Related Work

There are multiple automata learning frameworks in the literature, including LearnLib[18]
that provides a Java framework for active and passive automata learning or [ibalf, which
provides learning techniques for finite automata implemented in C+—+.

Tomte|2] is a tool built to support the automata learning of realistic software components
with large state-spaces due to data variables. It attempts to simplify automata learning
by applying counterexample-guided abstraction refinement on the alphabet of the system
under learning, refining the symbols only when the abstract representation would introduce
nondeterminsm. Processing the queries and answers between the learner and the system
in such a way results in an abstract model — synthesized through automata learning — and
an abstraction from Tomte. Together, these can be used to construct a realistic model for
the system under learning.

A more direct approach to the same problem by Howar et al. in [16] is to apply abstraction
refinement inside the learning algorithm: it becomes part of the learning process. This
results in a more effective solution, as nondeterminism does not lead to failure and the
learning can simply continue until a complete, deterministic system is achieved.

An interesting survey on the applicability of automata learning in formal methods can be
found in [31] by Wang et al. The paper focuses on two topics: one is learning for formal
verification — for which automata learning can be used — and the other is learning formal
specifications. They provide an up-to-date overview on these subjects and possible future
research topics. A somewhat similar work exists by Steffen et al. [29], in which the authors
only focus on the current state of automata learning.

In [32], Zhu et al. focus on the synthesis problem for safety LTL. They present a highly
effective technique for the said fragment of LTL, which significantly outperforms the cur-
rently available LTL synthesis tools.

Ferdowsifard et al. introduce an approach similar to interactive learning in [12], called
Small-Step Live Programming by Example. They synthesize actual program code in an
interactive way by combining live programming — a paradigm where the environment dis-
plays runtime values — and programming by example — a program synthesis technique
generating program candidates based on examples. They only use this approach to syn-
thesize single statements, as opposed to big-step approaches with the scope of the entire
program. An implementation generating Python code was also created for this.
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Chapter 4

Temporal Logic Specification in
Interactive Model Synthesis

In this chapter, the challenges and the solutions are detailed, in connection with the
application of temporal logic in interactive learning. It is mainly focused on LTL as a
convenient formalism of defining properties while being relatively simple to manage by
algorithmic means. After a brief overview of the context in Section 4.1, in Section 4.2 the
challenges of the practical application are discussed, for which in Section 4.3 and Section
4.4 various solutions are proposed.

4.1 Overview of the Extended Methodology

Interactive Learning Entity

Refine Behavior

¢ AddLTL
! Reguirement
(Offline)

Engineer

Extend Behaviors

Figure 4.1: Interaction types between the engineer and the ILE. The highlighted ele-
ments are specific to the application of temporal logic (cf. Figure 3.1).

The extensive application of temporal logic in interactive learning brings about some
modified and also some extra functionality from the perspective of the designing engineer.
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These changes can be seen in Figure 4.1 and are elaborated on in the following sections.
In short, LTL formulae among the offline requirements are handled in a special way,
and the holistic model synthesis workflow of each component is extended to an iterative,
abstraction refinement-based one. This modified workflow can be seen in Figure 4.2.

Offline Phase Online Phase

—_—

» Extend Behaviors —

—

[No] No]

b s
Synthesize [es] [No]
LTL Component from Refine Behavior —
Requirements Temporal Logic
-

[Correct?] [Complete?]

R I ——

{ oo | @

Figure 4.2: The extended workflow (cf. Figures 3.2).

Even though this workflow is a possible way of synthesizing component models form LTL
expressions, it might not be obvious why is the extended online phase necessary — especially
after comprehending the model synthesis techniques introduced in Chapter 2. The next
section discusses this in detail.

4.2 Challenges of Model Synthesis from LT Properties

Chapter 2 has already introduced ways to synthesize executable automaton models directly
from LTL expressions. However, these approaches are difficult to use in practice for several
reasons.

In practice, temporal logic is used to formulate certain high-level properties for the main
behavior the system being modeled. On one hand, this results in behaviors inevitably
missing — either by abstraction of the whole model, or for the convenience of the modeler
— which would be needed for a complete, executable specification. On the other hand,
certain behaviors may be modeled only on an abstract level, that would have to be refined
in later stages of the development.

The missing behaviors represent behavior that may be more convenient to define using
different formalisms — such as the expected output symbol for a specific trace. Though, this
raises the question how these radically different formalisms should be reconciled. Luckily,
Chapter 3 already describes a possible solution, which can be extended appropriately.
Also, at the time of formulating the high-level properties and also in the early stages of
design, these behaviors may not even be ignored, but totally unknown. Thus, the atomic
propositions of the initial properties might need to be extended with extra ones later.

Example 16. In Subsection 2.4.2 we have already seen, that LTL cannot express all w-
reqular languages. For instance, over the atomic propositions {j, k}, the w-regular expres-
sion ((j+k)k)* meaning "there is k in all the even places" cannot be expressed using LTL.
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In case the system under learning should exhibit such behavior, the automata learning
algorithm must receive this information using a non-LTL formalism.

The modeled abstract behaviors must also be refined at some point. Refining the set of
atomic propositions of the temporal properties may result in difficulties both theoretical
and practical in nature. First and foremost, behavioral logic not expressible in a given
formalism could not be modeled at all — see Example 16. Second, it may result in highly
complex properties that are difficult to understand and maintain, even though it would be
possible to synthesize the correct models. On the other hand, inappropriate refinements
on a (semi-)finished model may result in an incorrect model with regard to the initial
properties.

Example 17. An example for the infeasibility of pure LTL refinement could be the Mealy
machine in Figure 2.12, where the desired refinement is that of the proposition {b} with
{j,k} such that the w-regular expression from Ezample 16 holds. However, such an au-
tomaton clearly exists, as it can be seen in Figure 4.3.

~a/j

a/k

_‘a/zout - {]7 k}

Figure 4.3: Refinement of the Mealy machine in Figure 2.13.

Lastly, a challenge specific to LTL is that by definition, it is used to define properties for
paths in a system model. This means, that the scope of these properties can be deliberately
defined by the application: it can be used to formulate properties universally true during
the operation of the system as well as properties that should be possible for the system to
exhibit under certain circumstances. This makes the formalism very flexible. However, in
order to avoid confusion, this scope should always be clearly defined.

The rest of this chapter addresses each of these difficulties, ultimately proposing a
refinement-based interactive workflow.

4.3 Applications of LTL in Interactive Learning

This section proposes and compares different solutions for the usage of LTL expressions
in interactive automata learning. The following subsections describe the possible appli-
cations in different parts of the workflow: Subsection 4.3.1 introduces an approach that
handles these requirements on the user input level (i.e. in the interactive oracle). Sub-
section 4.3.2 evaluates the approach where the property is moved closer to the teacher
component of the algorithm (i.e. in an automaton cache). These solutions integrate well
into the original interactive learning workflow — Figure 3.2 — not requiring any modifica-
tions. Finally, Subsection 4.3.3 describes a solution with LT properties handled inside the
learning algorithm, which can be used in the workflow in Figure 4.2.
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It is common in each of these solutions that the base model of the LTL expressions is
the LTS interpretation of the system under learning. This means, that the set of atomic
propositions that can be used in these expressions is the subset of the possible labels
of the transitions, which are the elements of the input and the output alphabets of the
component. The model synthesis takes place assuming event semantics — exactly one
input and one output proposition happening at any given step during the execution of the
system.

4.3.1 Constraining Queries Using Biichi Automata

Transforming LTL expressions to Biichi automata is a well-researched area due to its
applicability in model checking: there exists a very simple algorithm for checking the
reachability of a property given by a Blichi automaton on finite transition systems. This
transformation and model checking algorithm are a possible starting point for using LTL
expressions in automata learning.

The main idea of this solution is to transform the LTL formulae into a — non-deterministic
— Biichi automaton, then, on each membership query posed to the engineer, check the
possible answers on this automaton first. This can be done by executing the automaton
for the input sequence in question, then checking all the possible runs from the resulting
state(s). In case the run can be made accepting from a given state, the output for the last
element of the input sequence is a possible answer to the query. This constrains the range
of the query, and in the cases where exactly one output is possible in such a manner, the
query can be automatically answered without asking the engineer.

The main benefit of this approach is its simplicity. Assuming an efficient algorithm for
the LTL-to-Biichi transformation, it only requires basic graph traversal algorithms for
checking the reachability of accepting states in Biichi automata. Also, additional meta-
information can be easily attached to these Biichi automata partial models to control the
scope for which these properties should hold. On the other hand, this method can only
be used for safety properties: it only filters out the bad prefizes and cannot ensure that
liveness (or certain fairness) properties are ever met. A possible implementation of this
concept can be included in LTL Models in Figure 3.6.

Example 18. The Biichi automaton in Figure 2.9 — obtained from an LTL expression
specifying a liveness property — only has states from which any run can be made accepting.
This means, that querying the automaton does mot constrain the set of possible answers
for any input sequences, thus demonstrates the shortcomings of this approach for general
LTL properties.

4.3.2 Learning from Mealy Automata

Mealy automaton-based controller synthesis from LTL expressions — introduced in Section
2.5 — has also been researched in recent years, and it could also be a natural starting point
for interactive learning. As the original concept of automata learning queries existing
implementations, it is fairly simple to carry out fully automated learning phases at certain
points of the interactive learning workflow. The illustration of this concept can be seen in
Figure 4.4. This fits perfectly into the architecture of interactive learning, but the cache
now plays an essential role, even in the high-level architecture.

The benefits of this solution are similar to those of the previous one. In particular —
assuming an efficient algorithm for the Mealy automaton synthesis — the required algorithm
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Figure 4.4: Automated Learning in Interactive Learning. The cache is a vital component
between the learning algorithm and the interactive oracle.

is very simple yet again: a (possibly non-deterministic) Mealy automaton must be queried
before delegating to the user. In addition, this approach also solves the general LTL case:
it is not only useful for safety properties, but also for liveness properties, as the behavior of
the correct-by-design automaton of the LTL property is fully learned. Also, this solution
guarantees that the property holds for every run of the automaton.

The automated learning phase may result in several automated membership and equiva-
lence queries in the workflow. These membership queries would be present even without
the intermediate automaton, however, the automated equivalence queries bring extra com-
plexity into the system in the form of equivalence algorithms. Also, as a common solution
to them is to check the equivalence to traces of a predefined length, it is possible — although
highly unlikely — that the learning algorithm does not find a distinguishing behavior that
is included in the synthesized Mealy automaton.

4.3.3 Generalized Learning Algorithms

The previous solutions attempted to tackle the inclusion of LT properties without exploit-
ing the full capabilities of the learning algorithm: the learning took place by traditional
membership and equivalence queries. This resulted in several disadvantages.

Both algorithms described in Subsection 2.3.1 started the learning from the equivalent of
a one-state Mealy automaton, then incrementally extended it with additional information
by systematically querying the possible traces. However, it is possible to generalize these
algorithms to start the learning from arbitrary — possibly non-empty and incomplete —
Mealy automata. Then, these generalized algorithms can be used to extend an automaton
synthesized from a temporal property step-by-step using the interactive learning method-
ology. In the rest of this section, these generalized algorithms are defined.

For these algorithms, the starting automaton is constrained to minimal automata with
non-determinism removed: this is the part where the behavior needs — thus possibly
incomplete — and the input and output alphabets as subsets of those of the model being
synthesized.
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Generalized DHC Algorithm:

The algorithm only differs from the original one in its hypothesis construction.

generalized version can be seen in Algorithm 4 (cf. Algorithm 1).

The

Algorithm 4: Hypothesis construction of the Generalized DHC Algorithm

© W N o Utk W N

NN NN N H H R e R R e e
B W N R O © g O Ut R W N = O

25
26
27
28
29

Input: D: a set of suffixes,X: an input alphabet,

Mo = (Smo, smo0, 2,2, dp0, Aao): an initial Mealy machine

Output: A Mealy machine H = (.5, s, X3, 2, 9, \)

initialize .S}, a set of access sequences for each state of My
initialize hypothesis H from Mj: copy its states and transitions
initialize a queue Q with the incomplete states of H

while @ is not empty do

s = dequeue state from Q
u = access sequence from sg to s
for d e D do
if ud in H then
‘ O = MQGhypothesis (Ud)
else
‘ O = MAGteacher (Ud)
end
set A(s,d) = o
end
if s existed in My then
for each ud not in H do
‘ create and enqueue successor if not already in S,
end

else
reroute transitions of s to s’ in H
remove s from H

else

already in S,

end

end

end
remove entries of D\ ¥ from A
return H

if exists an s’ € S, where the output signature of s’ is the same as s then

create and enqueue successors of s for every input in ¥ into Q, if not

This algorithm has two points worth mentioning. First, obtaining the access sequences
is a part of this algorithm. It can be obtained by building a spanning tree using any
of the well-known algorithms — such as the breadth-first search (BFS) — in polynomial
time. Second, this algorithm differentiates between states already existing in the initial
Mealy machine and new state candidates. In case of already existing states, the process
is simplified, as those states cannot and must not be merged into other states. Even if D
does not contain elements that could separate their behavior — thanks to the automaton-
based hypothesis — we can keep the states separate, which greatly simplifies the algorithm.
Otherwise, it proceeds as normal. Possible first steps of the hypothesis construction can
be seen in Figure 4.5.
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(e) Complete automaton after merging the appropriate states. It is one from the possible
automata represented by Figure 4.5a

Figure 4.5: First steps of the generalized DHC hypothesis construction given the LTL
formula GF(a) <+ GF(b). The input propositions are {a,c}, the output
propositions are {b,d}.

Among the solutions proposed in this chapter, these algorithms have the best performance,
as they do not pose any redundant interactive or automated queries — apart from the
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inherent redundancy of the original algorithms, especially in case of DHC. Also, these
algorithms keep the original behavior correct-by-design for all paths.

As a byproduct of this generalization, both algorithms can be used to handle any input
formalism transformable to Mealy automata as a starting point — e.g. regular expressions,
w-regular expressions and also sketches of automata — and complete them with the missing
information.

Although these algorithms successfully eliminate the non-determinism from automata syn-
thesized from LTL, they do not offer solutions for most of the challenges discussed in
Section 4.2. This is going to be addressed in the next section by an approach from the
perspective of model refinement.

4.4 Model Refinement in Automata Learning

This section elaborates on the applicability of model refinement in automata learning —
which is necessary for reasons discussed in previous sections — and how it is related to the
scopes of requirements.

In Interactive Learning, the user interacts with the ILE as a black-box system. Thus, it is
only possible to refine its interface — the input and output alphabets of the SUL — in order
to refine the learned system. For this reason, Subsections 4.4.1 and 4.4.2 discuss different
approaches to alphabet refinement. In both cases, the proper course of the refinement
inside the algorithm is also discussed, from a white-box point of view.

4.4.1 Extending the Alphabets

By extending the alphabets of the hypothesis with completely new symbols, we refine the
model with completely new behavior. This is useful when modeling behavior left out in
earlier stages of the workflow.

Formally, this can be viewed as the partition refinement of X, namely the refinement of
the empty set () C ¥ with other elements, as it can be seen in Figure 4.6. Following the
definition of Mealy automata in Chapter 2, the transition and output functions are not de-
fined for (elements of) (). Thus, there are no abstract properties defined for these elements
and no assumptions can be made about the behavior or the initial LT properties. The
exploration of the new behavior can be entirely left for the automata learning algorithm.

Figure 4.6: Extending the alphabet by refining § C ¥ with {e, g}.

Utilizing generalized learning algorithms such as Algorithm 4 for this type of refinement is
quite simple: the initial, input Mealy machine M (Sas0, Sar0, Xa0, a0, Oar0, Aao) should
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be defined with separate input and output alphabets: Xp;0 and Qpsq, such that X0 C X
and Qa0 C Q, where ¥ and €2 are the alphabets of the hypothesis automaton H =
(S, s0,2,9Q,0,A). The algorithms should be initialized with complete, deterministic Mealy
automata wrt. X0 and Qp79. Naturally, this learning extends the model with new
states and transitions, as in automata learning, they are the manifestation of new, thus
separating behavior.

The newly completed model can be considered a refinement of the original one similarly
to the alphabets: by neglecting the newly added — refined — behavior, the properties
of the abstract automaton are also present in the refined one, as the two automata are
isomorphic.

Example 19. Figure 4.7 shows the refinement of an automaton with one additional input
and output symbol. Notice, how the properties of the initial automaton in Figure 4.5¢ are
reachable in the extended one, and are universally valid when removing the new elements.

c/b a/b

start H e c/d

a/b

Figure 4.7: Extended automaton from the initial one in Figure 4.5e. The extended
alphabets are ¥, = {a, ¢, ¢} and ¥y, = {b,d, /}. The LT properties present
in the original one are not present in the extended one with regard to the

elements.

The number and order of this type of refinements — even their arrangement in consecutive
learning batches — do not influence the learned automaton, due to the resulting automaton
being the canonical one.

4.4.2 Refinement of the Symbols

When the individual, non-empty symbols of the alphabets are refined — by the partition
refinement of X, refining its elements as illustrated in Figure 4.8 — the possible assumptions
can and should be taken into consideration. These differ for input and output symbols,
as they manifest in different elements in a minimal automaton.

Refinement of Input Symbols:

Based on its definition in Chapter 2, a minimal Mealy automaton only has states that are
behaviorally distinguishable. Under the assumption that the starting automaton — from
which the input symbol refinement is done — is complete and minimal, the refinement
of input symbols cannot introduce yet unknown behavior to the automaton, thus, new
states cannot be created. Only the transitions containing the abstract input symbol can
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Figure 4.8: Refining the symbol {a} with {a.1,a.2}

be refined for each refinement of its input symbol, with every other of its properties —
source, target, output — having to stay the same for behavioral equivalence.

For this reason, refinement of input symbols results in trivial extensions of the model:
each edge containing the abstract symbol should be refined for each refinement of the
given symbol, the target states of which are one-to-one refinements of the abstract target
state and the source state and the output remaining the same. This way, the existing states
are reachable by (multiple) new input sequences, but their behavior changes symmetrically
compared to each other, thus retaining an isomorphic structure with certain transitions
multiplied.

After this kind of refinement, the model can be considered the refinement of the orignal
one, as ignoring the differences between the refinements of the original symbol results in
an automaton isomorphic to the original one. An example can be seen in Figure 4.9.

start H a.1l/b / c/d
o T
a2/t 7
a.2/b

Figure 4.9: Input-refined automaton from the abstract one in Figure 4.5e. The refined
alphabet is 3;, = {{a.1.a.2}, ¢} with the original output alphabet ¥,,; =
{b,d}. The transitions created due to the refinement are marked with cyan
color.

This refinement preserves the LT properties for every behavior of the refined automaton:
all the properties of the original automaton are present in each element of the refined one,
regarding the refined symbols as the abstract ones.

Refinement of Output Symbols:

In a minimal Mealy automaton, all the states must be behaviorally distinguishable. In
case of refinement of the output symbols, these signatures are directly affected by the
refinement of the output alphabet. Thus, the affected behavior after the refinement must
be specified, possibly using automata learning.

However, for the model to be considered a refinement of the previous one, this must follow
certain rules regarding the accepted behavior. The transitions containing the abstract
output must be refined one-to-one to one possible refinement of this output, along with
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their target states, which may have multiple refinements. When refining the states reach-
able by the same access sequences in the original model, the outgoing edges of the refined
state must correspond to those of the abstract one. Naturally, these edges may contain
the abstract output in question, thus they may be refined too, along with their targets.
As loops of the abstract states may result in some inner logic among its refinements, this
refinement is a one-to-many relationship.

After this kind of refinement, the model can be considered the refinement of the original
one, as ignoring the differences between the refinements of the original symbol results in
an automaton isomorphic to the original one. An example can be seen in Figure 4.10.

a.1/b.1

Figure 4.10: Output-refined automaton from the abstract one in Figure 4.9 with the
original ¥;, = {{a.1,a.2},¢} and the refined ¥, = {{0.1,0.2},d}. The
states created due to the refinement are marked with cyan color.

This refinement preserves the LT properties for every behavior of the refined automaton:
all the properties of the original automaton are present in each element of the refined one,
regarding the refined symbols as the abstract ones.

The learning algorithm for this type of refinement can be created similarly to the Gen-
eralized DHC algorithm: these also differ from the original ones only in their hypothesis
constructions. The hypothesis construction of the Refining DHC algorithm can be seen in
Algorithm 5.

For learning behavior that is the refinement of an abstract one, the subroutine
cMQarget(Sequence, from) was introduced. This refers to a constrained membership query,
meaning that the range of the answer must be in the given subset of the output alphabet.

46



The expression refinement of a state refers to a copy of the state, for which all outgoing
transitions have been copied from its abstract parent. This may result in states for which
some outgoing transitions must also be refined.

Algorithm 5: Hypothesis construction of the Refining DHC Algorithm

Input: D: a set of suffixes, an input alphabet X,
Moy = (S0, sm0, 2, Q105 0010, Aaro): an initial Mealy machine, a: the
output symbol to refine

Output: A Mealy machine H = (5, sg, X, 2, §, \)

1 initialize S, a set of access sequences for each state of M

w N

© W N o s
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30

initialize hypothesis H from Mj: copy its states and transitions
initialize a queue R with the states of H, such that they have at least an outgoing
edge with a, but not its refinements

while R is not empty do
¢ = dequeue state from R
t = the not refined outgoing transitions (with output a) of ¢
remove each element of t from H
initialize a queue Q with the refinement states of the original targets of t
while @ is not empty do
s = dequeue state from Q
u = access sequence from sg to s
for de D do
if ud in My then
‘ o= mthpothesis(Ud)
else
‘ 0 = CMAteacher (sequence: ud, from: refinements of a)
end
set A(s,d) =o
end
if erists an s’ € S, where the output signature of s' is the same as s then
reroute transitions of s to s’ in H
remove s from H
else
create and enqueue the refinements of successors of s for every input in
¥ into Q, if not already in 5,
end
end
update R
end
remove entries of D \ ¥ from A
return H

Refinements in the Interactive Workflow As opposed to extending the alphabets,
symbol refinements depend greatly on the order of the refinements and the number of
them completed in one step.

For the different levels of abstraction to be clearly distinguishable, a design decision is to
limit the number of refinements to only one at a time. This means, that after refining one
abstract element — either by alphabet extension or symbol refinement — the model must

be

completed before starting another refinement. This is also true in connection with
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alphabet refinement: even though multiple elements may be added to the alphabets in
one step, until the automaton was completed, no input or output symbols can be refined.

As a result, the order of refinements should be considered in advance: refining an input
symbol then an output symbol may result in automata exhibiting different behaviors, as
illustrated in Figure 4.11 (cf. Figure 4.10). These differences are not due to different
answers presented to the queries of the algorithm: it even queries completely different
traces in the two cases.

1/b.1
c/b.1 a1/
start H c/d
a.1/b.1
a.2/b1 a2/bl

Figure 4.11: Applying the same refinement steps as in Figure 4.9 and Figure 4.10 in a
different order may result in this automaton.

Both the generalized and the refining algorithms fit well into the interactive learning
workflow. As they only differ in their hypothesis construction, they can be easily extended
for adaptive learning and integrated into a single learning algorithm, calling each extended
hypothesis construction algorithm as its hypothesis construction subroutine, whenever the
corresponding refinement is requested.
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Chapter 5

Implementation

In order to validate the approach, an appropriate implementation was created. Of the
subsequent sections, Section 5.1 discusses the utilized tools, and Section 5.2 elaborates on
the steps taken to provide an implementation of the original Interactive Learning Entity
along with its extensions for the refinement-based workflow.

5.1 Tooling

5.1.1 Eclipse Modeling Framework

The Eclipse Modeling Framework is an Eclipse-based modeling framework and code gen-
eration facility. It defines its own structured data model — called Ecore — for describing
models and providing runtime support for the models. Models are defined using the XML
Metadata Interchange (XMI) format, which is supported by various Eclipse plugins devel-
oped specifically for this purpose, as EMF is fully integrated into the Eclipse platform. It
provides an environment to numerous technologies, including server solutions, persistence
frameworks, Ul and transformation frameworks.

5.1.2 Xtext Framework

Xtext is an open-source framework for developing (mostly) domain-specific languages
(DSLs). It has its own syntax for the definition of textual languages, resembling a context-
free grammar extended with mappings to the in-memory representations. Unlike standard
parser generators, it generates not only a parser, but also the abstract syntax tree (AST)
of the grammar, and also supports several other features, such as validation rules and edit-
ing support. This is because Xtext is based on the EMF project — the metamodels of the
defined languages are Ecore models —, and it is integrated into the Eclipse environment.

5.1.3 Owl

Owl [20] is a tool collection for w-words, w-automata and linear-time temporal logic. It
provides several algorithms for automata and LTL, supporting - among others - LTL ex-
pression parsing and simplification, reading and writing w-automata using the HOA format
[5], translation of LTL formula to w-automata with several possible acceptance conditions,
and operations over w-automata, such as product, SCC decomposition emptiness checks
and acceptance-condition transformations.
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Through providing these algorithms, the library supports easy development and fast pro-
totyping in the area of LTL and automata, thus also enabling rapid concept validation.

5.1.4 Strix

Strix [22] is a tool for reactive LTL synthesis combining a direct translation of LTL for-
mulas into deterministic parity automata (DPA) and an efficient, multi-threaded explicit
state solver for parity games. In brief, Strix decomposes the given formula into simpler
formulas, translates these on-the-fly into DPAs based on the queries of the parity game
solver, composes the DPAs into a parity game, and at the same time already solves the
intermediate games using strategy iteration, and finally translates the wining strategy, if
it exists, into a Mealy machine or another appropriate formalism. It relies on Owl for the
transformation of LTL to deterministic parity automata.

5.1.5 LearnLib

LearnLib[18] provides a Java framework for active and passive automata learning, with
the versatile AutomataLib framework acting as a backbone of it. Learnlib provides imple-
mentations of several automata learning algorithms, as well as multiple equivalence and
counterexample decomposition algorithms.

5.1.6 Automata Learning Framework

In order to give a foundation to the implementation described in this thesis, a previously
created automata learning framework in [7] was extended upon. Since the framework was
implemented using the Java programming language, the high-level view seen in Figure 5.1
is represented as a UML class diagram of the packages and the relations between them,
essentially being an overview of the modularization of the framework.

The Learnable package contains the input formalisms, and the Hypothesis package contains
the output formalisms. Both are used by the Teacher (package) and the learning Algorithm
(package). The Adapter package is used as an abstraction layer to separate the algorithm
and the teacher from the input formalism. Since automata learning algorithms have no
direct access to the system under learning and generally operate in a black-box manner, the
adapter package provides flexibility on what inputs can be used. As Figure 5.1 illustrates,
no such adapter is used on the output layer, since Hypotheses are directly accessed by the
learning algorithms, and are constructed during the learning. The relations between the
packages (modules) are straightforward. Composition is used, to indicate, that there is
no Algorithm (learner) without a Teacher, there is no Teacher without an Adapter, and
there is no Adapter without an input, a Learnable, to adapt.

The advantage of such architecture is that the automata learning algorithms implemented
within can be agnostic to the formalism of the input provided. This results in high re-
usability of the core algorithms, while being easily extensible and adaptable to arbitrary
systems to infer.

The Framework includes multiple supported in- and output formalisms, and has multiple
implemented active automata learning algorithms — one of which is the Direct Hypothesis
Construction algorithm.
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Learnable [¢———> Adapter

Teacher

Hypothesis %I-—— Algorithm

Figure 5.1: Structure and relations of the packages comprising the Automata Learning
Framework. [7]

5.2 Extensions to the Framework

5.2.1 Interactive Learning

To create an interactive learning framework, some extensions were designed and imple-
mented to the previously presented Automata Learning Framework. This utilizes au-
tomata learning algorithms, and is capable of handling a multitude of user-provided re-
quirements as an input formalism. The designed architecture can be seen in Figure 5.2.
It is important to note the extension of components shown in Figure 5.1, while still up-
holding the behavioral structure of the framework. As illustrated, an Oracle, a Learning
Algorithm, and a Cache component outline the architecture of the ILE.

Oracle Cache
Interactive - Memoizing - Adapter
Learnable Learnable
| |
| o
v |
Input Parser | Teacher
|
|
Learning Algorithm |
|
Hypothesis €« — —— — — — — — — — |— —  Algorithm
N
Adaptive
Learning
Algorithm

Figure 5.2: The extended Automata Learning Framework to fit the architecture of the
ILE. [§]
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5.2.2 Refinement-based Learning

In order to support the iterative, abstraction refinement-based component design workflow
with automata learning, the architecture had to be adapted in two places:

o Propagation of constrained queries, alphabet extension and alphabet refinement
through the teacher

e Various new functionalities in the hypothesis:

— resetting the hypothesis to an arbitrary state

— execution and traversal of the represented automaton

alphabet extension and incompleteness checking

alphabet refinement and refinement checking

The first one can be solved by simply extending the interface of the teacher and the
corresponding pipeline. On the other hand, the second one requires further consideration.

5.2.3 Components of the Learning Algorithm

The hypothesis handed to the teacher — thus the user — only requires some basic query-
ing capabilities and a graph structure to be visualized. However, the refinement-based
algorithms need all the functionality described in the previous subsection, which is highly
dependent on the different approaches of the various automata learning algorithms, re-
sulting in different internal representations. An example for this is the automaton-based
representation of the DHC algorithm, where the functionalities above can be supported
by graph traversal algorithms, but they are not applicable in case of the tabular represen-
tation of L*. For this reason, the hypothesis and algorithm structure in Figure 5.3 was
introduced.

Learning Algorithm

f

- - Refinement-based
Hierarchical Internal

Data Structure < Representation N Learr.nng
Algorithm

Hypothesis < — — — — — — Algorithm
| I

|
| Adaptive
| Learning
| Algorithm
|
|

Figure 5.3: The extended Learning Algorithm, designed for refinement-based learning
on complex, hierarchical data structures.

The biggest improvement in this architecture is the separation of the internal represen-
tation and the hypothesis. This is due to the fact that the components taking part in
the EQ only need a simple view fit for a graph-based visualization, while the algorithm
needs several additional pieces of information in order to operate correctly. Also, this
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enables compatibility with components of the framework not explicitly supporting the
refinement-based workflow.
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Chapter 6

Case Study: Alternating Bit

Protocol

This chapter demonstrates the capabilities of the framework. It presents the modeling
workflow for one system component participating in a simple, yet commonly used protocol.
After a short introduction on the expected functionality, an LTL specification is presented,
followed by the step-by-step extension of the thus created model and a brief evaluation.

6.1 Introduction

The Alternating Bit Protocol [9] is a protocol for the correct transmission of a data stream
through a so-called faulty channel. It consists of two components: a sender and a receiver.
The sender reads data from an infinite input stream and sends it to the receiver in data
packets equipped with an identifier. The receiver reads these packets from the channel and
writes them to an infinite output stream. After the sender sends a packet, it waits for an
appropriate acknowledgement — based on the packet identifier — from the receiver before
sending the next packet. After the receiver receives a packet, it sends an appropriate
acknowledgement to the sender. As there is at most one unacknowledged packet at any
given time, one bit suffices for the identifier and the acknowledgement. This configuration

can be seen in Figure 6.1.

Source

Channel

Target

Sender

o o

N

Ack

d

Receiver

Figure 6.1: High-level overview of the alternating bit protocol.
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In the following sections, we are going to synthesize a model for the sender component,
using the refinement-based DHC algorithm. Adaptive learning is not used for the sake of
comparison: the goal is to measure the required information, not the skills of the designing
engineer.

6.2 Initial LTL Specification

In order to formulate any LTL expressions to be satisfied by the model, first, we have to
identify initial input and output alphabets — in LTL terminology sets of input and output
propositions, respectively — for our system component.

The initial input alphabet should consist of three different messages, corresponding to the
identifier of the acknowledgement for the last message sent: {ack0, ackl, null}, where
ack0 and ackl represent acknowledgements with the identifier 0 or 1 respectively, and null
represents no acknowledgement messages.

The initial output alphabet should consist of two different messages, corresponding to each
possible data packet identifier to send: {send0, send1}.

According to the description of the protocol above, it is universally true for this component
that after an acknowledgement with the identifier 0, it sends the next packet with the
identifier 1 and re-sends it until an acknowledgement with the identifier 1 arrives. Also, in
case an acknowledgement arrives with the identifier 1, it sends the next packet with the
identifier 0 and re-sends it until an acknowledgement with the identifier 0 arrives. These
properties can be easily translated to the (conjunction of) the following LTL formulas:

o G(ackl — (send0 W ackO0))
o G(ack0 — (sendl W ackl))

Depending on the applied LTL synthesis tool, an additional formula may be necessary,
representing the event semantics of the automaton being modeled, meaning that the com-
ponent can only send one message at a time:

o G(—send0 V —sendl)

From these LTL formulae, the Mealy machine in Figure 6.2 can be synthesized as a starting
point for refinement-based automata learning.

It is easy to see, that the Mealy machine in Figure 6.2 is a complete and minimal one.
As there was no automata learning involved so far, this means, that we have completed
our model for the moment. At this point, we can either extend this level of abstraction
further with additional inputs and outputs, applying automata learning for continuation,
or move to a lower level of abstraction, applying automata learning for refinement.

6.3 Extending the Model with Interrupts

Now, we are going to add interrupt handling to our model. The concept is quite simple:
whenever the component receives an interrupt message, it answers with a handling message
and continues to do so for all messages until a next interrupt message arrives.
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ackl/send0

ack0/sendl

Figure 6.2: Mealy machine of the sender component of the Alternating Bit Protocol,
synthesized from LTL formulae.

For this, we add an additional input symbol to the input alphabet of the automaton: it,
representing all interrupt-related incoming messages. We also add an additional output
symbol to the output alphabet of the automaton: h, representing all interrupt handling-
related outgoing messages.

At this point, the automata learning algorithm finds both of the currently existing states
to be incomplete: neither one has any outgoing edges with the input it, so it continues the
learning process regarding both of these states as existing states to complete. A possible
run can be seen below:

o Query for sequence [it] in {send0, sendl, h}:

> Output: h

o Query for sequence [ackO0, it] in {send0, sendl, h}:
> Output: h

o Query for sequence [it, null] in {send0, send1, h}:
> Output: h

o Query for sequence [it, ack0] in {send0, sendl, h}:
> Output: h

o Query for sequence [it, ackl] in {send0, sendl, h}:
> Output: h

o Query for sequence [it, it] in {send0, sendl, h}:

> Output: h

o Query for sequence [ack0, it, null] in {send0, sendl, h}:
> Output: h

. rest of the input alphabet after [ackO0, it] ...
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Note, that the information already contained in the automaton (Figure 6.2) was not
queried during this phase of the learning at all. Also, the queries were not constrained
— equivalently, they were constrained to the whole output alphabet — as there was no
refinement involved.

This interrupt logic was really simple, so the learning completes after a few membership
queries — in this case exactly 10. The resulting automaton can be seen in Figure 6.3.

&= Lull/send> ackl/send0
ackl/send0
ack0/sendl it’h

it’h

> ackl/h

I k0]

Figure 6.3: Mealy machine of the sender component of the Alternating Bit Protocol
extended with interrupt handling. The initial LTL expressions do not hold
for g2 and the related behavior.

The framework also keeps track of the states that are derived from the initial automa-
ton, thus possess the initial temporal properties. Naturally, extending the automaton as
demonstrated here results in behavior outside of the scope of the initial LTL expressions.

6.4 Refinement of the Interrupt Handling

The interrupt handling introduced in the previous section was quite abstract. In this
section, we are going to introduce two different interrupt messages, and then two different
interrupt handling messages. Regarding the behavior, the high-level interrupt handling
stays the same, however, the exact way of handling is going to change based on the
potential acknowledgements arriving during the interrupted state.

Let us refine the it symbol of the input alphabet with the symbols {it1, it2}. The au-
tomaton is also modified, as in Figure 6.4.

This step did not require any membership or equivalence queries, due to the input symbol
refinement resulting in no undefined behavior in the automaton.

We should refine the output symbol h with the symbols {hf, h2}. At this point, the
automata learning continues, as the lowest-level behavior of the system under learning is
now unspecified and cannot be automatically inferred. Part of a possible run can be seen
below:
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&= 0ull’sendl> ackl/send0

ackl/send0

ackO/send1

Figure 6.4: Mealy machine of the sender component of the Alternating Bit Protocol,
after the refinement of the interrupt messages.

o Query for sequence [it1] in {h1, h2}:

> Output: hl

o Query for sequence [it2] in {h1, h2}:

> Output: h2

o Query for sequence [itl, null] in {h1, h2}:
> Output: hl

o Query for sequence [it1, ack0] in {h1, h2}:
> Output: h2

o Query for sequence [it1, ackl] in {h1, h2}:
> Output: hl

o Query for sequence [it1, it1] in {h1, h2}:
> Output: hl

o Query for sequence [itl, it2] in {h1, h2}:
> Output: hl

. rest of the interrupted behavior ...

Again, the already specified behavior was not queried. Also, the specified higher-level
behavior was used in constraining the queries: for behavior related to interrupts, only
interrupt-handling outputs were offered and accepted.

After several membership queries, the learning results in an automaton resembling the one
in Figure 6.5.

The algorithm still tracks the states, for which the LTL expressions hold. As the states
g2 and ¢3 were refined from ¢2 of the automaton in Figure 6.4, they are both outside the
scope of the initial properties. Should we refine the elements of the initial alphabets as
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it2/hl

Figure 6.5: Mealy machine of the sender component of the Alternating Bit Protocol,
after the refinement of the interrupt handling messages. The initial LTL
expressions do not hold for ¢2, ¢3 and the related behavior.

our next steps — such as ack0 and sendl — the resulting automaton would possibly have
more states with these properties.

6.5 Evaluation of the Results

The previous sections have illustrated the application of the modeling workflow on one
component of a simple protocol by synthesizing a model from temporal logic expressions
first, then gradually refining its behavior.

Regarding our main metric — the number of membership and equivalence queries — this
workflow compares well to applying basic interactive automata learning from scratch for
each step of the refinement. This can be seen in Table 6.1.

‘ Refinement-based Interactive Learning Basic Interactive Learning

MQ/EQ] MQ/EQ]
Initial (LTL) Automaton 0/0 15/1
Abstract Interrupt 10/1 46/1
Refined Interrupt 40/1 80/1
Total \ 50/2 141/3

Table 6.1: Comparison of refinement-based learning to basic learning from scratch for
each step of the case study.

The workflow had several additional benefits. Firstly, we did not have to use automata
learning for the part of the system specified by LTL expressions, thus obtaining an initial
model that is correct-by-design. Although the automated synthesis from LTL formulae
is more resource intensive than automata learning — still a quasi-polinomial algorithm —
in practical cases it is much faster than querying an engineer. Also, when presenting
membership queries to the engineer, the algorithm only posed questions regarding the
newest added behavior, allowing the engineer to focus solely on that part of the behavior.
In addition, several queries accepted only a constrained alphabet, providing content assist
whenever possible and still ensuring correctness for that part of the system. This is due to
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keeping track of refinement relationships, and as a side-effect it can also provide relevant
meta-information about certain model elements — such the element of the previous step
they are refinements of, or if they are in the scope of the initial p roperties.

In the end, the process resulted in the internal representation resembling that in Figure
6.6, from which only the relevant views have been shown in the previous sections.

=

—h
N

Figure 6.6: Internal representation of the ABP automaton. The labels of the transitions
have been omitted for readability.

This representation has several benefits. It keeps track of the refinement relationships
between elements, offering an arbitrary level of abstraction both for viewing and querying.
Also, it provides information on whether the individual states (and the related edges) are
in the scope of the initial properties: the blue states are either synthesized from them,
or are refinements of such states, whereas the orange states are contained in the refined
model but they are not in the scope of those requirements. Last but not least, it also
supports transformation to simple Gamma Statecharts, enabling — among others — code
generation capabilities.
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Chapter 7

Evaluation

This chapter presents the applicability of the designed framework, evaluates its newly
introduced learning algorithms and points out improvement possibilities. The main evalu-
ation metric is the number of membership and equivalence queries, expressed with the size
of the resulting automaton. It is important to note, that the numbers of queries regarding
the algorithm, discussed in Section 7.1, are not necessarily the same as those presented to
the user, discussed in Section 7.2.

7.1 Complexity of the Learning Algorithms

Let n denote the number of states in the canonical acceptor of the system under learning,
k the size of the input alphabet > and m the length of the longest counterexample. Then,
the DHC algorithm terminates after at most n equivalence queries. From the proof in
[23] and [29], the number of suffixes is bound by k& + mn, the total number of transitions
to be considered in a learning round is at most nk, and the algorithm makes at most n
learning rounds. The product of these factors gives the maximum number of membership
queries for a run of the algorithm: n®mk+n?k?. The framework uses an optimized version
following the suffix handling proposed by Rivest and Schapir [28], which adds only one
suffix from each counterexample, thus m can be regarded as 1.

As opposed to the traditional DHC, the Adaptive DHC algorithm can have more than
n learning rounds, due to the reset command. However, this does not affect the maximum
number of required equivalence queries. Let r denote the number of reset commands
the algorithm receives. Then, the number of membership queries the algorithm poses is
extended with an additional term to the total of n3k + n2k? + n2kr [8].

The Generalized DHC algorithm (not considering adaption commands) can have mul-
tiple starting points and differentiates between the new and the initial states and input
symbols. Let n,,, denote the number of additional states required to complete the initial
model with 7m0 States. Similarly, let ke, denote the newly added input symbols and
kinitiar denote the initial input symbols. Let n and k represent the total number of states
and input symbols, respectively. Then, the algorithm terminates after at most nye,, equiv-
alence queries, as only distinguishable states can be split into separate states [29]. Also,
the number of suffixes is bound by k + n,ey. The number of transitions that need to be
considered in iteration is Npewk + Ninitialknew, thus, the the total number of membership
queries is limited by n3 .,k + 12, Ninitiatknew + Mook + NnewNinitial knewk-
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Note, that for nyew — n and kpew — k — therefore n;piriar — 1 and kipiziar — 0— the number
of equivalence and membership queries approach that of the original DHC algorithm, as
being a corner-case of learning the whole automaton as an extension of the empty one.
Similarly, for nue, — 0 and kpey — 0 — therefore njnitia — 1 and kinitiar — k — the
number of the required equivalence and membership queries also approach 0.

The Refining DHC algorithm (not considering adaption commands) can also have mul-
tiple starting points, but — due the specialities of model refinement — has slightly different
numbers. Let ngqggitionas denote the additional states required for the canonical accep-
tor over the refined alphabet, representing the difference between the number of states
of the initial automaton (nutiq1) and that of the refined one (n). Then, the algorithm
terminates after at most ngqgitiona; €quivalence queries. The number of suffixes is bound
by k 4+ ngdditionat @nd the number of transitions that need to be considered in an it-
eration by ngdditionatk + Ninitiatk. Thus, the resulting limit for membership queries is

3 2 2
nadditionalk + nadditionalninitialk + Nadditional k"

Unlike in the Generalized DHC algorithm, the Refining DHC algorithm can derive informa-
tion from the previous, abstract model during its run. However, the limits for the queries
presented here are not lower — in case of the membership queries, they are seemingly even
higher — than those of the other algorithm. This is due to the fact that as the number
of possible behaviors in the abstract automaton approach 0, the number of behaviors to
(re-)learn approach all the refined behaviors, resulting in the traditional DHC algorithm.
When the number of additional behaviors approach 0 — represented by ngqditionar — then
the number of required membership queries approach 0 likewise.

It is important to note, that these theoretical limits and corner-cases are not representa-
tive for most practical applications. Even though Refining DHC can re-learn the whole
automaton or run without any queries, it mostly synthesizes smaller parts of the behavior.
Also, the comparisons between Generalized and Refining DHC are not meant for choosing
the better one: they are and should be used to complete each other with different types
of refinements, as it is done in the interactive learning framework.

Naturally, both the generalized and the refining algorithms can be extended to handle
adaption commands, resulting in additional terms in the maximum number of membership
queries depending on the number of reset commands the algorithm receives, not changing
the limits in any other ways.

7.2 The Interactive Learning Entity

The number of questions posed by the Interactive Learning Entity are different from those
of the learning algorithm for two reasons. On one hand, redundant queries can be easily
replaced by automated queries in the interactive oracle or various caching solutions —
already included in the framework, see Figure 3.7. On the other hand, the true number
of these questions depend on the formalism through which the user presents them. These
formalisms — discussed in Chapter 3 — may differ in the number of contained traces,
therefore depend on the skills of the designing engineer. Thus, these calculations are
limited to individual traces and (non-redundant) initial requirements are accounted for in
the number of membership queries.

Let n denote the number of states in the canonical automaton and k denote the number
of input symbols in ¥. Then, during the run of the (traditional) DHC algorithm, at most
n equivalence queries and n’k + nk? membership queries are presented to the user, while
n3k + n?k? automated membership queries are attempted. These numbers are due to the
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fact that all membership queries are attempted to be answered by automated means, then
only the non-redundant ones are delegated. These non-redundant queries are independent
of the number of equivalence queries, thus the missing factor n. The Generalized and
Refining DHC algorithms are also similar: the number of equivalence queries remains
similar to that of the algorithms — as these are always delegated — and the number of
membership queries are simplified by the factor of the number of required equivalence
queries.

The approach is similar in case of the adaptive algorithm too. The numbers correspond
to the calculations in the previous section with one difference: the extra term is presented
to the user in the form of r conflict resolutions.
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Chapter 8

Conclusion

This chapter provides concluding remarks and possibilities for further improvement.

8.1 Contribution

The achieved results of this thesis can be seen in the following.

e Proposed temporal logic, and in particular LTL as a suitable formalism for specifying

complex requirements in automata learning.

e Reviewed the interactive learning methodology for the extensive application of tem-

poral logic.

— Proposed solutions that fit into the architecture without modifications to the

algorithm.

— Extended the algorithm to use state-of-the-art approaches for model synthesis

from LTL.

— Extended the algorithm to handle the inherent abstraction as the main obstacle

in the application of LTL.

o Extended the architecture of the learning algorithm to support the proposed modi-

fications for the application of LTL.

— Defined the required behavior to be implemented by the algorithm.

— Defined the required extra behavior from the hypotheses of refinement-based

algorithms.

— Proposed an architecture in order to implement these modifications.

e Created an implementation that supports LTL requirements in different levels of the

architecture and also the refinement-based workflow.

e Demonstrated the capabilities of the framework using LTL requirements in the

refinement-based workflow through a case study.

e Evaluated the complexity of the proposed, new family of algorithms and the effects

of their application on interactive learning.
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8.2 Future Work

The proposed refinement-based extension to the interactive learning approach and the
corresponding implementation require further analysis in practical applications. To sup-
port this, the implementation could be extended with a more user-friendly, graphical user
interface, and also several other requirement formalisms for convenience. In particular, the
extension of existing models using the proposed interactive and refinement-based method-
ology sound promising.

Non-deterministic models can be introduced to the framework in order to enable the usage
of the refinement-based workflow for synthesis from general abstract models. In several
cases — especially where the initial model is not synthesized from LTL — abstraction results
in non-determinism, for which the refinement is not yet possible by this means.

New model synthesis approaches can be integrated through introducing extensions to the
LTL formalism in order to support model quality optimization as seen in [3].

To optimize the learning and to evaluate different approaches, different, more complex
approaches, such as TTT [17] could be considered for re-design to support abstraction
refinement.
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