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ABSTRACT.  
 
While in everyday life we often encounter the phenomena of cracking, it is very difficult either to control these 
processes or predict their potential occurrence. Since a fracturing process is an irreversible phenomenon and 
the formation of any new crack depends on the previously formed crack network, it is essential to study the 
development of fracture patterns as temporal processes to gain a deeper understanding of the phenomenon. 
Despite of how fundamental this question may seem, the literature has only recently begun to address its 
description. One of the most significant experiments conducted on this area was documented by Nakahara and 
his co-authors in 2018 [1]. 

The first step towards the mathematical description of fracturing processes is the (static) geometric description 
of crack patterns. The geometric model presented in the publications [2; 3] and illustrated with examples in 
the publication [4] summarizes the previous results in this field, putting them into a unified framework using 
the theory of convex mosaics. Within this model, a crack network can be identified with a symbolic point of 
the so-called symbolic plane, spanned by the network`s two characteristic combinatorial averages 𝑛𝑛�∗, �̅�𝑣∗ . 
Building on this model, we may ask the following question: if a crack network evolves over time due to various 
physical processes, how can the motion of its symbolic point be described based on knowledge of these 
physical processes? This question is raised in article [5] and answered in article [6].  The latter presents a 
general system of ordinary differential equations that can be applied to a wide range of cracking processes, 
after defining a so-called fundamental table which describes the physics of the specific process. 

In our work we set up a model-hypothesis that the mosaic observed in experiment [1] is combinatorically 
equivalent to a convex mosaic, specifically the Gilbert mosaic. The Gilbert mosaic is a mathematical model 
in which cracks start from randomly chosen points on the plane and subsequently propagate in two opposite 
directions at uniform speed along a line defined by a randomly chosen angle until they reach another crack, 
where they stop at a so-called irregular (“T”) node of degree 𝑛𝑛∗ = 2. 

We identified the fundamental table describing the evolution of the Gilbert mosaic and used it to define the 
model-specific version of the general equation presented in the article [4]. The model-specific system has one 
global attractor at (𝑛𝑛�∗, �̅�𝑣∗) = (2,4). The evolution of the Gilbert mosaic inherently carries one of the most 
interesting phenomena observed in the experiment, namely that it only generates irregular nodes with the 
degree  𝑛𝑛∗ = 2. Since 𝑛𝑛∗ = 2 is true only for a single point in the domain of convex mosaics on the symbolic 
plane, we can conclude that the time evolution of the Gilbert mosaic on the symbolic plane is a stationary 
process („piaffe”), as the mosaic’s position on the plane will differ from the fixed point only because of the 
finite size of the mosaic. 

Since the theory in [4] deals with the time evolution of infinite mosaics, we developed a numerical model that 
operates on finite mosaics for the purpose of precisely matching the experiment. The model has two important 
free parameters: the time delay between the initiation of each crack and the interval allowed for the random 
angle determining the line. By choosing these two parameters appropriately, we have achieved that the time 
evolution of the Gilbert mosaic reproduces not only the average cell number �̅�𝑣∗ measured in the experimental 
mosaic, but also the evolution of the total cell degree distribution with surprising accuracy.    

To our knowledge, this is the first time that a dynamic geometric model based on convex mosaics has been 
used to describe the evolution of a physical crack network. 
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THE EXPERIMENT. 

Understanding the processes and conditions required for the formation of crack patterns can be an important 
advance in many fields. A significant step in this area was a series of experiments carried out by Akio 
Nakahara and his colleagues: Tomoki Hiraoka, Rokuya Hayashi, Yousuke Matsuo and So Kitsunezaki in 2018 
[1], which investigated whether the pattern of cracks caused by desiccation was affected by previous effects 
on the material. They suspected that a densely packed colloidal suspension (called a paste), can remember the 
direction of the vibrational motions or flow motions it has experienced before. 

During the experiment, a mixture of colloidal particles of calcium carbonate (or magnesium carbonate) and 
water, which behaved as a plastic fluid, was created and poured into a container. After that, the mixture was 
dried at room temperature, the paste shrunk and stuck to the bottom of the container and the water evaporated, 
forming a characteristic desiccation pattern on the paste. Then it was examined whether samples exposed to 
different effects before the drying process gave different results in these patterns. 

The study shows that when a paste experiences vibrational motion, all primary desiccation cracks propagate 
in the direction perpendicular to the direction of the vibrational motion. However, when a paste remembers a 
flow motion, all primary cracks spread along the flow direction (see Figure 1). 

Furthermore, they also experimented with rewriting the memory of the paste by applying additional vibration 
to the paste along a different direction before the paste was fully dried [1]. 

Figure 2. [1] Two additional vibrations are sufficient to overwrite old memory with new memory 
throughout the system (e). If the duration of the vibration is less than 2 shakes, the primary memory is 
only replaced in the rear region (a-d). 

Figure 1. [1] The crack network of the paste when it experienced no motion before is isotropic and cellular (a). When 
a paste experiences vibrational motion, all primary desiccation cracks propagate in the direction perpendicular to 
the direction of the vibrational motion, causing the evolution of radial (b) and striped (c) networks. 
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Results show that two additional vibrations are sufficient to overwrite old memory with new memory 
throughout the system. However, if the duration of the additional vibration is less than two shakes, the primary 
vibration's memory is only replaced by the additional vibration's memory in the rear region (see Figure 2). 

The results of these experiments were significant for our work because they provided us with well-documented 
data on the entire time evolution of a physical crack network. In the remainder of this paper, we will focus in 
more detail on the first experiment in the series, analysing the temporal variation of the mosaic pattern using 
the theory of convex mosaics. 

THEORY OF CONVEX MOSAICS. 

To approach (static) crack networks mathematically, we have to introduce measures that can characterize a 2-
dimensional convex tessellation (either created artificially or by natural fragmentation). Fortunately, the 
framework we use had already been established [39 in Plato], so we only introduce here the parameters, that 
are generally used to describe mosaics, based on [4]. Convex tessellations are coverings of the plane by convex 
polygons, without any gaps and any overlaps. We call the polygons the cells of the mosaic and we call points 
nodes where several vertices overlap. The number of vertices of a polygon is called the cell degree and denoted 
by 𝑣𝑣∗ and the number of overlapping vertices at a node is called the nodal degree and denoted by 𝑛𝑛∗. The 
respective averages are denoted by 𝑛𝑛�∗, �̅�𝑣∗.These two parameters span a plane [𝑛𝑛∗,  𝑣𝑣∗] that is called the 
symbolic plane and a mosaic can be represented by one symbolic point on the plane. 

Two major kinds of nodes exist in mosaics: regular and irregular ones. We call a node regular if only vertices 
of cells meet in that node. Most common regular nodes look like an “X” or a “Y” junction and have a (local) 
nodal degree of 𝑛𝑛∗ = 4 and 𝑛𝑛∗ = 3 respectively.  A node is irregular if k vertices meet at one edge of a cell. 
The most common irregular node is a “T”-like junction, with a nodal degree of 𝑛𝑛∗ = 2. In this paper we only 
deal with irregular T-nodes. 

Based on the number of regular nodes (𝑁𝑁𝑅𝑅) and the number of irregular nodes (𝑁𝑁𝐼𝐼), following [2], we can 
define the regularity of the mosaic, as a third characteristic parameter with the following formula: 

0 ≤ 𝑟𝑟 ≡ 𝑁𝑁𝑅𝑅/(𝑁𝑁𝑅𝑅 + 𝑁𝑁𝐼𝐼) ≤ 1. 

The domain where convex mosaics exist on the symbolic plane had also been clarified [4]. It can be easily 
perceived if we look at the following formula: 

𝑣𝑣∗ =
2𝑛𝑛∗

�𝑛𝑛∗ − 𝑟𝑟 − 1�
 

To specify the domain of convex mosaics in the symbolic plane, beyond equation (2), we also have to consider 
that the minimal degree of regular nodes and cells is three, while the minimal degree of irregular nodes is 
two (see  Figure 3(a))  

Beyond the [𝑛𝑛∗, 𝑣𝑣∗] symbolic plane, the [𝑥𝑥, 𝑦𝑦] inverse symbolic plane (see Figure 3) also has significance. 
These variables are defined as: 

𝑥𝑥 =
1
𝑛𝑛∗

, 

𝑦𝑦 =
1
v∗

 

 (1) 

(2) 

(3) 

(4)
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The domain of convex mosaics in the inverse symbolic plane is a quadrangle (see Figure 3(b)). 

As a crack network evolves in time, the cell degree and nodal degree changes. In other words, the symbolic 
point representing a convex mosaic is moving along a trajectory on the symbolic plane and we may ask what 
sort of trajectories can come into existence? In [5] some rules had been stated for a discrete time evolution 
model, while in [6] a more general model is shown to track the movement of symbolic points in continuous 
time. Although the model in [6] develops ordinary differential equations (ODEs), the evolution is driven by a 
set of discrete cracking “micro” events in infinite mosaics.  

The model in [6] bridges the gap between the discrete events and the evolution in continuous time. To derive 
the specific system of ODEs characterizing the evolution driven by one particular set of micro-events, a new 
tool is introduced in [6] and it is called the  fundamental table (for one example, see Table 1). The fundamental 
table contains all the information on the micro events that can occur during the examined fragmentation. Such 
micro events may be secondary cracking, (when a new crack appears between two edges, so two new “T” 
junctions are created), or crack healing (when a “T” junction turns into a “Y” junction) (see Figure 4). The 
fundamental table also describes how each step is acting on the fundamental variables. These variables are 
the following: 

𝐹𝐹: the number of faces (cells) 
𝑉𝑉: the number of vertices (nodes) 

Figure 3. The symbolic plane (a) and the inverse symbolic plane (b). A mosaic can be represented by 
one symbolic point on both planes. 

Figure 4. [6] Illustration of micro-events. 𝑅𝑅 0: secondary cracking, when two new “T” junctions 
appear. 𝑅𝑅1: crack healing: when a “T” junction turns into a “Y” junction. (In the figure 2𝑅𝑅1 events 
are shown).  



THE TIME EVOLUTION OF CRACK NETWORKS 

7 

𝑁𝑁: the number of sharp corners. 

Note that the authors in [6] assign likelihoods to the occurrences of each micro event, more precisely, these 
events are modelled as cumulative, discrete time random (Poisson) processes and the parameters of these 
processes (determining their intensities) are also included in the fundamental table (𝐶𝐶𝑖𝑖, 𝜆𝜆, 𝑞𝑞)  

It is demonstrated in [6], how for a fundamental table (describing a legit cracking process), a system of 
differential equations can be created. The solutions of these differential equations provide the trajectories that 
show the movement of a mosaic’s symbolic point on the symbolic plane.  

THE PIAFFE ON THE PLANE. 

One might rather be astonished about a technical term from the noble world of dressage1 in a mathematical 
paper. Piaffe is a movement in which the horse (and the rider) executes a slow elevated trot on the spot. In the 
following, we are going to discuss the properties of crack networks that throughout their evolution in time stay 
on the spot in the symbolic plane. We hope that this metaphor makes sense both for horse-lovers and for non 
-horse-lovers.

Take a look at a few examples: 

I. First, let us consider an example moving within a finite frame, with its boundary being a regular square; this
will be the first cell of the mosaic. The general step (which we will call step R2) that will describe the mosaic's
temporal changes, or in other words the micro event applied in this example will be selecting an arbitrary
interior point within any cell and connecting it with tree vertices of the cell in such a manner that all new cells

1 “the training of a horse to perform special, carefully controlled movements as directed by the rider, or the performance of these movements as a 
sport or in a competition” [Cambridge Dictionary] 

Figure 5.  Representation of the local step R2: selecting an interior point in the square and connecting it with tree 
vertices (a), the state of the mosaic after the second step (b), and after another 10 steps (c). 

a) b) 

Table 1. [6] The fundamental table for the model used in [5] and illustrated in Figure 4. 

c)
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remain convex. The first step is illustrated in Figure 5(a) and the second in Figure 5(b). We can also identify 
the fundamental table of this process (Table 2) with the corresponding increments for the fundamental 
variables: Δ𝐹𝐹 = 2,Δ𝑉𝑉 = 1,Δ𝑁𝑁 = 6. The first three entries of the table express the fact that on each cell we 
have exactly one exponential clock, triggering the discrete step. It can be observed that as the mosaic evolves 
over time (see Figure 5(c)), predominantly triangular cells are formed. 

i Name of step 𝐶𝐶𝑖𝑖,0 𝐶𝐶𝑖𝑖,1 𝐶𝐶𝑖𝑖,2  λi  Δ𝑁𝑁(𝑖𝑖)  Δ𝑉𝑉(𝑖𝑖)  Δ𝐹𝐹(𝑖𝑖) 
2 3-way crack 1 0 0 1 6 1 2 

Table 2. The fundamental table of the model illustrated in Figure 5. 

The algorithm described in article [6] allows us to define a model-specific version of the general differential 
equation system: 

𝑑𝑑𝑥𝑥
𝑑𝑑𝑑𝑑

= 𝜆𝜆0𝑦𝑦(1 − 6𝑥𝑥) 

𝑑𝑑𝑦𝑦
𝑑𝑑𝑑𝑑

= 2𝜆𝜆0𝑦𝑦(1 − 3𝑦𝑦) 

and we can see, we have 𝑥𝑥 → 1
6
 and 𝑦𝑦 → 1

3
 as 𝑑𝑑 →  ∞ which, via equations (3) and (4) also implies that n∗  → 6 

and  v∗ → 3 as 𝑑𝑑 → ∞. 

II. For the second instance, we can create a mosaic similar to the previous one, utilizing a different micro
event (which we will call step R3).  Let us start again from the same empty square. Then select exactly one
point each on three edges of the cell and connect them to form a new triangular cell (see Figure 6 (a)).This
step generates a different fundamental table (Table 3) with the corresponding increments for the fundamental
variables: Δ𝐹𝐹 = 3,Δ𝑉𝑉 = 3,Δ𝑁𝑁 = 9. As before, the first three entries of the table express the fact that on each
cell we have exactly one exponential clock, triggering the discrete step.  It is noticeable that regardless of how
many times this process is performed, it will result in only irregular nodes of nodal degree 𝑛𝑛∗ = 3.

Figure 6. Evolution of the mosaic described in the second example, local step R3: after the first step (a), after 
the first two steps(b), and after an additional 10 steps (c). 

a) b) c) 

(5) 

(6)
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i Name of step 𝐶𝐶𝑖𝑖,0 𝐶𝐶𝑖𝑖,1 𝐶𝐶𝑖𝑖,2  λi  Δ𝑁𝑁(𝑖𝑖)  Δ𝑉𝑉(𝑖𝑖)  Δ𝐹𝐹(𝑖𝑖) 
3 Triangle crack 1 0 0 1 9 3 3 

Table 3. The fundamental table of the micro event illustrated in Figure 6. 

The algorithm described in article [6] allows us to define a model-specific version of the general differential 
equation system: 

𝑑𝑑𝑥𝑥
𝑑𝑑𝑑𝑑

= 3𝜆𝜆0𝑦𝑦(1 − 3𝑥𝑥) 

𝑑𝑑𝑦𝑦
𝑑𝑑𝑑𝑑

= 3𝜆𝜆0𝑦𝑦(1 − 3𝑦𝑦) 

and we can see, we have 𝑥𝑥 → 1
3
 and 𝑦𝑦 → 1

3
 as 𝑑𝑑 →  ∞ which, via equations (3) and (4) also implies that n∗  → 3 

and  v∗ → 3 as 𝑑𝑑 → ∞. 

III. Eventually, look at the (finite or not) orthogonal network a common brick wall gives us (see Figure 7 (a)).
Since we can only see irregular nodes and rectangles the mosaic takes the [𝑛𝑛∗, 𝑣𝑣∗]  =  [2,4] spot on the
symbolic plane. If we only give (either horizontal or vertical) secondary cracks (see Figure 4) to the mosaic
(see Figure 7 (b)) no other than irregular nodes and rectangular cells can be created. These are micro events,
that occur after each other, and the order of which does not influence the combinatorial averages, only the
visual appearance (see Figure 7 (c)).

Remark. In III. we inspected a special case of a Gilbert mosaic (see THE GILBERT-PIAFFE.), where we 
could operate with micro-events such as in [5] and [6]. 

Figure 7. The “brick” wall (a) is an [𝑛𝑛 ∗, 𝑣𝑣 ∗] = [2,4] tessellation. By giving only vertical or horizontal 
secondary cracks (b), the mosaic does not move on the plane (b). The order of the secondary cracks does not 
matter, the combinatorial averages does not change.  

a) b) c) 

(7) 

(8)



THE TIME EVOLUTION OF CRACK NETWORKS 

10 

THE GILBERT-PIAFFE. 

The Gilbert tessellation is a mathematical model that describes a specific type of convex mosaic formed by 
fractures.  In this model, random points are set up on the plane, from which we then initiate fractures in two 
opposite directions at uniform speed along a direction defined by a randomly chosen angle until they reach 
another fracture resulting in a mosaic formed by irregular convex polygons (see Figure 8). It is noticeable that 
in all cases this process results in irregular nodes of type “T” with a nodal degree 𝑛𝑛∗ = 2. 

Using the mathematical knowledge presented previously, we can define a fundamental table that characterizes 
the evolution of this model (see Table 4.) Notice that a Gilbert tessellation is equivalent to a model where only 
secondary cracks occur. 

It can be observed that the change in previously mentioned fundamental variables, which numerically describe 
the consequences of each step, in this specific case, will be: Δ𝐹𝐹 = 1,Δ𝑉𝑉 = 2,Δ𝑁𝑁 = 4. As before, the first 
three entries of the fundamental table (Table 4) express the fact that on each cell we have exactly one 
exponential clock, triggering the discrete step. 

The algorithm described in article [6] allows us to define a model-specific version of the general differential 
equation system: 

𝑑𝑑𝑥𝑥
𝑑𝑑𝑑𝑑

= 2𝜆𝜆0𝑦𝑦(1 − 2𝑥𝑥) 

𝑑𝑑𝑦𝑦
𝑑𝑑𝑑𝑑

= 𝜆𝜆0𝑦𝑦(1 − 4𝑦𝑦) 

As it was shown in [6], in the flow defined by (9)-(10) we have 𝑥𝑥 → 1
2
 and 𝑦𝑦 → 1

4
 as 𝑑𝑑 →  ∞ which, via 

equations (3) and (4) also implies that n∗  → 2 and  v∗ → 4 as 𝑑𝑑 → ∞. In other words, the mosaics following 
this model will end up in the global attractor (𝑥𝑥𝑐𝑐, 𝑦𝑦𝑐𝑐) = �1

2
, 1
4
� on the inverse symbolic plane, and in the global 

i Name of step 𝐶𝐶𝑖𝑖,0 𝐶𝐶𝑖𝑖,1 𝐶𝐶𝑖𝑖,2  λi  Δ𝑁𝑁(𝑖𝑖)  Δ𝑉𝑉(𝑖𝑖)  Δ𝐹𝐹(𝑖𝑖) 
0 Straight crack 1 0 0 1 4 2 1 

Figure 8. The Gilbert tessellation is a convex mosaic formed by 
irregular convex polygons having only irregular “T” nodes. 

Table 4. The fundamental table for Gilbert tessellations. 

(9) 

10 
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attractor (𝑛𝑛∗, 𝑣𝑣∗) =  (2,4) on the symbolic plane. Figure 9 illustrates the flow. 

As we can see, the flow (9)-(10) will carry any initial mosaic to the attractor at (𝑛𝑛∗, 𝑣𝑣∗) =  (2,4). However, if 
we consider an infinite Gilbert mosaic as initial condition, we notice that it is already located at that point. So 
the evolution of an infinite Gilbert mosaic under (5)-(6) is stationary process (in other words, a „ piaffe”) on 
the symbolic plane , while the visible, geometric pattern will certainly evolve in time. 

The theory presented in [6] applies, strictly speaking, only to infinite patterns, so the above argument about 
an exact „piaffe” where the symbolic point is exactly stationary only applies if the initial mosaic is infinite. 
However, all the arguments in [6] are based on limit processes where the size of the mosaic is approaching 
infinity, so we expect that the same model will deliver a fair approximation even if the initial mosaic is finite. 
In other words, we expect that if the initial model is finite then we will observe an approximate „piaffe” where 
the displacement of the symbolic point is scaling with some negative power of the size of the mosaic, i.e., as 
the size of the mosaic grows we expect the displacement of the symbolic point to decay. We will refer to this 
process as the finite transient. 

Our main hypothesis is that the evolution of the combinatorial properties of the experiment presented earlier 
(see THE EXPERIMENT.) can be modelled by the evolution of the combinatorial properties of a suitably 
chosen Gilbert model. To verify our hypotheses, then, on one hand, we have to understand the behaviour of 
the infinite mosaic, on the other hand, we also have to describe the finite transient. The former task is provided 
by the adaptation of the analytical model of [6], for the second task we developed a numerical algorithm. 

 The most striking property observed when analysing the mosaic in the experiment is that it mostly consists 
of 𝑛𝑛∗  =  2 , “T” type irregular nodes. This fact is the basis for our hypothesis. 

NUMERICAL MODEL.  

The theory of convex mosaics described earlier deals with infinite mosaics, but for a physical mosaic, such as 
in the experiment above, we have to take into account the differences due to its finite nature. Therefore, we 
have developed a numerical model based on the rules of the Gilbert mosaic but operating over a finite range. 

Figure 9. The mosaics following the Gilbert model end up in the) [𝑛𝑛 ∗, 𝑣𝑣 ∗] = [2,4] on the symbolic plane. 
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In our model, we have introduced two additional free parameters that can be controlled to produce different 
versions of the general Gilbert mosaic. These two variables are: 

1. 𝑃𝑃: the parameter defining the maximum deviation from the horizontal and the vertical directions,
with range 𝑃𝑃 > 4.  𝑇𝑇ℎ𝑒𝑒 𝑎𝑎𝑎𝑎𝑑𝑑𝑎𝑎𝑎𝑎𝑎𝑎 𝑎𝑎𝑛𝑛𝑎𝑎𝑎𝑎𝑒𝑒 𝑑𝑑𝑒𝑒𝑣𝑣𝑖𝑖𝑎𝑎𝑑𝑑𝑖𝑖𝑑𝑑𝑛𝑛𝑑𝑑 𝑤𝑤𝑖𝑖𝑎𝑎𝑎𝑎 𝑏𝑏𝑒𝑒 𝑎𝑎𝑑𝑑𝑐𝑐𝑐𝑐𝑎𝑎𝑑𝑑𝑒𝑒𝑑𝑑 𝑎𝑎𝑑𝑑 Δ𝛼𝛼 ∈ �− 𝜋𝜋

𝑃𝑃
, 𝜋𝜋
𝑃𝑃
�. 

2. 𝑑𝑑: time delay between the initiation of each crack, where 𝑑𝑑 ∈ [0,1]

We constructed the simulation with the help of the program MATLAB. As the first step, we defined a unit 
square that will be the boundary of the mosaic, enclosing the mosaic in a finite frame. Then we picked 𝑀𝑀 
points pi, (i=1,2, …M) uniformly randomly within the square (see Figure 11(a)), where 𝑀𝑀 is also a freely 
definable positive integer. The role of parameters from this point forward becomes evident in the algorithm.  

In order to regulate the angles, we had to introduce parameter 𝑃𝑃. After picking the points pi, we assigned a 
random angle 𝛼𝛼 = 𝛼𝛼0 + Δ𝛼𝛼, where 𝛼𝛼0 ∈ {0,𝜋𝜋/2}, and Δ𝛼𝛼 ∈ �− 𝜋𝜋

𝑃𝑃
, 𝜋𝜋
𝑃𝑃
�, by choosing uniformly randomly from 

both sets (see Figure 10). Note that the cracks start to grow from each point both in the assigned and in the 
opposite (2π –α) direction (see Figure 11(b)).     

By introducing parameter 𝑑𝑑, we can specify the time between the start of a crack and the start of the next 
crack. If 𝑑𝑑 =  0, crack growth starts simultaneously from all points pi (i=1, 2,…M), and each crack stops when 
it reaches another one (or the edge of the unit square). At the other end of the interval, 𝑑𝑑 = 1, when the time 
delay is the maximum, each fracture starts only when the previous one has fully finished developing. Even 
though the program operates with any ∈ [0,1] , for our results only the aforementioned two cases were used. 

The first case (𝑑𝑑 = 0) was implemented in the program with the following steps. We initially introduced a 
sufficiently small quantity called Δ𝑑𝑑, which represented the increase of a crack in one step. Afterwards, we 
took each of the points pi listed in the matrix mentioned above one by one, drawing a segment of Δ𝑑𝑑 length at 
the angle assigned to the points in both directions initiating the „fractures” this way. In the next step, we 
successively extended the existing tiny cracks by Δ𝑑𝑑, and so on, until one of the cracks intersected another 
segment (see Figure 11(c)) when we stored the data of the intersection and didn't extend that segment further 
on. 

Figure 10. To produce a direction for the cracks we choose either the vertical (𝛼𝛼 0 = 0) or 
horizontal (𝛼𝛼0 = 𝜋𝜋

2
) axis and add a random α𝑖𝑖 to it regulated by the parameter 𝑃𝑃. Cracks 

start to grow in the randomly assigned and in the opposite direction. 
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In the other scenario, where cracks develop consecutively (𝑑𝑑 =  1), the difference will be that we extend the 
initial segment originating from the first point until it reaches the square forming the edge of the mosaic (see 
Figure 11(d)). Then the second crack will grow until it intersects with the other crack or the edge of the mosaic, 
the third until it meets the first two or the edges, and so on, until we have drawn a line from each point.   

Figure 11. We pick 𝑀𝑀  points pi, (i=1,2, …M) uniformly randomly within the unit square (a). We assign an angle to each point 
and the cracks start to grow in both directions (b).  If 𝑑𝑑  = 0 we successively extend the existing tiny cracks until one of the 
cracks intersected another segment (c). If 𝑑𝑑  = 1 we extend the initial segment originating from the first point until it reaches the 
square forming the edge of the mosaic (d).  

𝑑𝑑 = 0 

Figure 
27
𝑑𝑑 = 0 

𝑑𝑑 = 1 

𝑑𝑑 = 1 
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RESULTS. 

To test the validity of our hypothesis, we ran our simulation several times by varying the different parameters. 
Then we combinatorically analysed the temporal variation of the mosaics developed in the experiments and 
generated in the simulations by observing the temporal changes of the following values: 

1. 𝑣𝑣∗, the average cell degree

2. σ𝑣𝑣∗, the uncorrected standard deviation of the cell degree, defined as: 𝜎𝜎𝑣𝑣∗ = �1
𝑁𝑁
∑ (𝑣𝑣∗𝑖𝑖 − �̅�𝑣∗)2𝑁𝑁
𝑖𝑖=1   

The results indicated that it is more efficient to use the model where the parameter 𝑑𝑑 is chosen as 𝑑𝑑 = 1, 
meaning that in our simulations the cracks develop consecutively. At first, the angles associated with the 
starting points of the cracks were randomly chosen with uniform probability in the interval of α ∈ [0,2𝜋𝜋] , 
corresponding to the case when P = 4.Using this model, the evolution of the average cell degree �̅�𝑣∗ closely 
resembled the data measured in the experiment, however the time evolution of the standard deviation 𝜎𝜎𝑣𝑣∗ 
showed a significant difference from the experiment. 

 By varying the P parameter we obtained a simultaneous good match for both the average (see Figure 12)  and 
the standard deviation (see Figure 13)  at P=16. 

𝑣𝑣∗ 

𝑣𝑣∗ 

𝑁𝑁 

Figure 12. The average cell degree ( ∗) as a function of the number of cells (𝑁𝑁 ). Black: experiment nr. 
1. Blue: experiment nr. 2. Green: Experiment nr. 3. Red: simulations. 𝑁𝑁  
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The distribution of the cell degree 𝑣𝑣∗when the last cell is formed (in the last moment) is also of prime interest. 
Figure 14 illustrates that our model also captures the full distribution correctly. 

𝑁𝑁 

𝜎𝜎𝑣𝑣∗ 

Figure 13. The u ncorrected standard deviation of the cell degree 𝜎𝜎 𝑣𝑣 ∗as the function of the number of cells (𝑁𝑁 ) 
Black: experiment nr. 1. Blue: experiment nr. 2. Green: Experiment nr. 3.  Red: simulations. 

Figure 14. Relative distributions of the cell degrees when the last cell is formed of 
the experiment and a chosen numeric simulation. 

𝑣𝑣 ∗ 
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CONCLUSION. 

In our paper we first presented a well-documented series of experiments examining the temporal evolution of 
physical crack networks. Subsequently, we introduced mathematical tools from the theory of convex mosaics 
for the combinatorial analysis of crack networks. Given that this theory operates on infinite mosaics, we 
developed a numerical model which operates on a finite mosaic, and we implemented the evolution rules 
according to the rules of the Gilbert mosaic. By tuning the two model parameters (time delay d between cracks 
and angle deviation from orthogonal directions) we successfully achieved a simultaneous fit for the evolution 
of average, the evolution of the standard deviation as well as for the full distribution in the saturated phase. 
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