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ABSTRACT 

An effective approach for monitoring global changes is feasible via the use of satellite images. 

These images provide important information that aids in observing various applications such as 

change detection, monitoring disasters, natural hazards, or land cover classification. Remote 

sensing is a key technique used to obtain information related to the Earth’s resources and 

environment. 

The Sentinel-2 satellites provide a global coverage of land surfaces with a 5-day revisit time at 

the equator. These multi-spectral instruments mainly applied in agriculture, such as crop 

monitoring and management, vegetation and forest monitoring, tracking land cover change for 

environmental analysis, observation of coastal zones, inland water and glacier monitoring, ice 

extent, and snow cover mapping. 

In this study, high-resolution satellite images were obtained from the Sentinel-2 Copernicus Open 

Access Hub, and an unsupervised classification algorithm was applied on the images. The K- 

means clustering algorithm is used particularly as it delivers training results quickly where 

images are unlabeled. The aim of this study is to investigate sequential (time series) satellite 

image classifications of  Sentinel-2, after running the cluster algorithm on these images relevant 

conclusions are being made: like the cluster of vegetation changes, calculating surface 

differences, and changes in land use over time. 

 

Keywords: remote sensing, classification, land use and land cover, unsupervised classification, 

algorithm, time series analysis, urban sprawl. 
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1.1 INTRODUCTION 

Cities across the world are experiencing rapid changes in landscape and land quality. The changes 

are originated from the way humans put their land to use and from climatic variability, for example, 

drought. This has led to desert like conditions in several areas of northern Nigeria causing loss of 

arable and grazing land and consequently population migration, conflict over the limited resources 

and economic loss to the people in the area [1]. An important use of satellite observations has been 

to monitor the changes on the earth surface, new sources of spatial data and innovative techniques 

offer the potential to significantly improve the analysis, understanding, presentation and modeling 

of urban dynamics based on remotely sensed data [2]. Remote sensing is acquisition of information 

without making actual physical contact. It is extraction of some meaningful information in digital 

form using indirect measurements [3] usually by sensors mounted on terrestrial, airborne, or 

satellite platforms and this serves as one main data for GIS. High resolution aerial images support 

a wide range of application fields such as biomass estimation for energy studies, water analysis for 

pollution detection, environment and ecology investigations, and urban sprawl assessment [4]. 

Land-cover (LC) and land-use (LU) change information is important because of its practical uses 

in various applications, including deforestation, damage assessment, disasters monitoring, urban 

expansion, planning, and land management [5].  

If land-use change models are to be used in support of various decision making processes, 

characterization of urban growth and landscape change involves the procedures of monitoring and 

modeling, which further require reliable, information based, and robust analytical techniques [6], 

[7]. However, there is little research conducted on this topic in the particular area of interest 

suggested in this study, thus the motivation for selecting this region, and also expand this topic at 

a local scale. In Nigeria, land cover data for natural resource management is missing and where 

they do exist, they are out of date. Thus, because of the lack of such data, professionals such as 

town planners and resource managers often make decisions based on false assumptions [1]. 

In the coming decades most of the world's land cover and land use change (LCLUC) is predicted 

to take place in the tropics, where population is growing the fastest. United Nations' projections 

estimate that virtually all of the world's population between now and the middle of this century will 

emerge in the cities of the developing world, driven by natural increase in both urban and rural 

areas, and by continued migration from rural to urban areas as people search for economic 

opportunities. Urbanization is shaping landscapes in and around cities through densification and 
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sprawl, while at the same time increased interaction among cities is creating new hybrid landscapes 

where rural and urban livelihoods overlap [8], the extensive urbanization induces contentious of 

high land consumption process, which is the ratio of population and urban area at 

a given time [9].  

The Copernicus Program is an ambitious initiative headed by European Commission in partnership 

with the European Space Agency (ESA). The Sentinels are a constellation of satellites developed 

by ESA to operationalize the Copernicus program, which include all-weather radar images from 

Sentinel-1A and 1B, and high-resolution optical images from Sentinel-2A and 2B [10]. 

Digital classification of multispectral satellite images is commonly used to obtain information on 

land cover. In land cover classification, the goal is to obtain relatively few classes. However, a 

large number of spectral values from individual bands is typically found in the images. The aim of 

classification techniques is thus to reduce the large number of individual combination to a small 

number of classes, among the various classification approaches, unsupervised image classification 

methods are designed to make the best possible use of the overall spectral content of an image [11].  

Alternatively, unsupervised learning approach can be applied in mining; image similarities can be 

derived directly from the image collection, hence inherent image categories can be identified from 

the image set [12]. Figure 1.1 below illustrates typical unsupervised classification process. 

Unsupervised classification is a form of pixel based classification and is essentially computer 

automated classification. The user specifies the number of classes and the spectral classes are 

created solely based on the numerical information in the data (i.e. the pixel values for each of the 

bands or indices), clustering algorithms are used to determine the natural, statistical grouping of 

the data; the pixels are grouped together based on their spectral similarity [13]. 
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Figure 1.1 Typical unsupervised classification 
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2. METHODOLOGY 

The aim of the methodology used in this study is to be able to acquire meaningful spatial 

information and evaluate results obtained from the process. The research design as illustrated in 

fig 2.1 was employed. 

 

Fig 2.1 Research design/procedure 

An evaluation of scientific literatures was carried out on available materials in relation to the topic, 

Area of Interest (AOI) and based on selected keywords. The literature used were sourced from 

journal publishing sites and books published about the topics, however, there are only a few or 

outdated sources available on the selected AOI. 

Additionally, I downloaded the High-Resolution satellite image used in this study from the 

Sentinel-2 Copernicus Open Access Hub by signing up through the United States Geological 

Survey (USGS) website; the images were obtained within several time intervals to enable the time 

series analysis. The downloaded images consist of several bands of Sentinel-2 images, these images 

were further processed to prepare a final input for the classification algorithm. Three different 

bands were merged together using the QGIS software (a free and open-source cross-platform 

desktop geographic information system application- and the AOI was clipped out from the merged 

image tile and saved as a GeoTIFF file. 

This library was used to load the raster satellite images into an array like dataset. 

Thus, unsupervised classification algorithm was run on the datasets of the final clipped images. 

The K-means clustering algorithm was implemented using python sciKit-learn library, Numpy 
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library and matplotlib for Visualization. Results from the image classification was analyzed and 

used to deduce conclusions and propose a direction for future research. 
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3.1 STUDY AREA AND DATA SOURCE 

The study area, which is Jimeta-Yola, is located in the Northeastern part of Nigeria. Jimeta is the 

largest city, capital city and administrative center of Adamawa State, Nigeria. Located on 

the Benue River, it has a population of 336,648 (2010) [14]. The town is served by the port 

of Jimeta (5.5 miles [9 km] north-northwest) on the Benue River, about 500 miles (800 km) north 

to its confluence with the Niger, and by an airfield [15] (Fig. 3.1). 

 Adamawa State  lies  between  latitudes  7°  00’N –  11°  00’N  and longitude  11°’  00’E –  14° 

00’ E,  while  the  study  area approximately  lies  between  latitude  09°  15’N  and  9° 16’ N and 

longitude 12° 25’ E and 12° 24’ E. Like  any  other Nigerian  city,  Jimeta comprises  of  so  many  

land  use types  ranging   from  institutional,  commercial,  and residential (Fig. 3.2). The city is 

clearly stratified in terms of population densities. These are low, medium and high-density areas. 

The  low  density  areas  are  well  planned  units where government officials reside while medium 

and high  density  areas  are  made  up  of  people with little or unplanned   buildings. Land uses in 

Jimeta  can be  classified  into  six categories as  study  has  shown, the  results  from  aerial  

photographs  indicated  that  six land  use/cover  were  identified  thus;  built-up  land, bare  surface, 

natural vegetation  or  forest,  marshy land, croplands, and water bodies [16]. 

 

                         

Fig 3.1. Map of Nieria Adamawa state and approximate location of AOI.  

https://www.merriam-webster.com/dictionary/confluence
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Fig 3.2 Satellite image of AOI. 

 

Fig3.2a 
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Fig3.2b 

 

Fig3.2c 
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Fig3.2d 

Fig 3.2a – fig 3.2d shows a closer look at the AOI  

 

3.2 DATA SOURCE  

For the purpose of this research Sentinel-2 Images were downloaded through the USGS. The 

satellite is equipped with an opto-electronic multispectral sensor for surveying with a resolution of 

10 to 60 m in the visible, near infrared (VNIR), and short-wave infrared (SWIR) spectral zones, 

including 13 spectral channels, which ensures the capture of differences in vegetation state, 

including temporal changes, and also minimizes impact on the quality of atmospheric photography. 

The orbit is an average height of 785 km. The Sentinel-2 mission consists of two satellites 

developed to support vegetation, land cover, and environmental monitoring. The Sentinel-2A 

satellite was launched by ESA on June 23, 2015, and operates in a sun-synchronous orbit with a 

10-day repeat cycle. A second identical satellite (Sentinel-2B) was launched March 7, 2017 and is 

operational with data acquisitions available on EarthExplorer. Together they cover all Earth’s land 

surfaces, large islands, and inland and coastal waters every five days. 

The Sentinel fleet of satellites is designed to deliver land remote sensing data that are central to the 

European Commission’s Copernicus program. The MultiSpectral Instrument (MSI) sensor data are 

complementary to data acquired by the U.S. Geological Survey (USGS) Landsat 8 Operational 
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Land Imager (OLI) and Landsat 7 Enhanced Thematic Mapper Plus (ETM+). A collaborative effort 

between ESA and the USGS provides for the public access and redistribution of global acquisitions 

of ESA’s Sentinel-2 data at no cost through secondary U.S.-based portals, in addition to direct user 

access from ESA [17], [18]. 

 

Sensor 
Band 

number 
Band name 

Sentinel-2A Sentinel-2B 

Resolution 

(meters) Central 

wavelength 

(nm) 

Bandwidth 

(nm) 

Central 

wavelength 

(nm) 

Bandwidth 

(nm) 

MSI 1 
Coastal 

aerosol 
443.9 20 442.3 20 60 

MSI 2 Blue 496.6 65 492.1 65 10 

MSI 3 Green 560.0 35 559 35 10 

MSI 4 Red 664.5 30 665 30 10 

MSI 5 
Vegetation 

Red Edge 
703.9 15 703.8 15 20 

MSI 6 
Vegetation 

Red Edge 
740.2 15 739.1 15 20 

MSI 7 
Vegetation 

Red Edge 
782.5 20 779.7 20 20 
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Sensor 
Band 

number 
Band name 

Sentinel-2A Sentinel-2B 

Resolution 

(meters) Central 

wavelength 

(nm) 

Bandwidth 

(nm) 

Central 

wavelength 

(nm) 

Bandwidth 

(nm) 

MSI 8 NIR 835.1 115 833 115 10 

MSI 8b 
Narrow 

NIR 
864.8 20 864 20 20 

MSI 9 
Water 

vapour 
945.0 20 943.2 20 60 

MSI 10 
SWIR – 

Cirrus 
1373.5 30 1376.9 30 60 

MSI 11 SWIR 1613.7 90 1610.4 90 20 

MSI 12 SWIR 2202.4 180 2185.7 180 20 

 

Table3.1 SENTINEL-2 BANDS 

3.3 PREPROCESSING OF SATELLITE IMAGES 

After the images were downloaded it was processed using the QGIS software program, the selected 

bands which are bands 2,3,4,8 (Blue, Green, Red, and Near Infrared respectively) were merged 

together; hence, a shapefile dataset for the AOI was downloaded from gadm.org ( the Database of 

Global Administrative Areas, (GADM) provides maps and spatial data for all countries and their 

sub-divisions) [19]. The AOI was clipped out of the new merged raster dataset using the 

downloaded dataset.  
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Furthermore, The Geospatial Data Abstraction Library (GDAL) was implemented to read the 

dataset of the merged raster into an array like dataset before running the classification algorithm. 

GDAL is a translator library for raster and vector geospatial data formats that is released under an 

X/MIT style Open Source License by the Open Source Geospatial Foundation. As a library, it 

presents a single raster abstract data model and single vector abstract data model to the calling 

application for all supported formats. It also comes with a variety of useful command line utilities 

for data translation and processing [20].  
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4. SATELLITE IMAGE CLASSIFICATION 

After downloading and processing the sentinel-2 images, the classification algorithm was further 

implemented on the images. Downloaded datasets have an interval of two years. Python 

programming language was used during the analysis on the dataset, Libraries used include GDAL 

for reading and writing the image datasets, Numpy which contains a multi-dimensional array and 

matrix data structures. It can be utilized to perform a number of mathematical operations on arrays 

such as trigonometric, statistical, and algebraic routines, Matplotlib for plotting and visualization, 

and Scikit-learn. 

Scikit-learn library was used to deliver the clustering algorithm.it is a free software machine 

learning library for the Python programming language. It features various classification, 

regression and clustering algorithms including support vector machines, random forests, gradient 

boosting, k-means and DBSCAN, and is designed to interoperate with the Python numerical and 

scientific libraries NumPy and SciPy [21]. 

4.1 K-MEANS CLUSTERING  

k-means clustering is a method of vector quantization, originally from signal processing, The k-

means algorithm divides a set of N samples X into K disjoint clusters C, each described by the 

mean μj of the samples in the cluster. The means are commonly called the cluster “centroids”; note 

that they are not, in general, points from X, although they live in the same space [22]. 

K-means clustering has been used as a feature learning, in either (semi-) supervised learning 

or unsupervised learning. The basic approach is first to train a k-means clustering representation, 

using the input training data (which need not be labelled). Then, to project any input datum into 

the new feature space, an "encoding" function, such as the thresholded matrix-product of the datum 

with the centroid locations, computes the distance from the datum to each centroid, or simply an 

indicator function for the nearest centroid, or some smooth transformation of the distance [23].  

4.2 PROCEDURE 

The approach k-means follows to solve problem is called Expectation-Maximization. Below is a 

breakdown of all the steps on how to solve it mathematically: 
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where wik=1 for data point xi if it belongs to cluster k; otherwise, wik = 0. Also, μk is the centroid 

of xi’s cluster.  

we differentiate J w.r.t. wik first and update cluster assignments (E-step). Then we differentiate J 

w.r.t. μk and recompute the centroids after the cluster assignments from previous step (M-step). 

Therefore, E-step is: 

 

In other words, assign the data point xi to the closest cluster judged by its sum of squared distance 

from cluster’s centroid.  

And M-step is: 

 

Which translates to recomputing the centroid of each cluster to reflect the new assignments. 

 

Source [24] 
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4.3 RESULTS AND ANALYSIS 

Two images as shown in Fig4.1 below were processed and analyzed, Results and findings are there 

thereby shown below as well. These images composed of three bands merged together consisting 

of red(R), blue (B) and green (G). Both image contain 0% cloud cover. 

 

 

 

Fig4.1 Image of AOI (November 2019), 
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Fig4.1 Image of AOI (November 2017)  

Result for Image 1 

The dataset for the imagery was captured on 18 November 2019. Below is the histogram of the 

RGB bands contained in the image. It has a dimension of Size “1566 x 1118 x 3”. The plotted 

histogram is shown in fig 4.2 below: 

Result for Image 2 

The dataset for the imagery was captured on 8 November 2017. Below is the histogram of the RGB 

bands contained in the image (fig 4.3).  
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Fig 4.2 RGB composite of first satellite image 

  

Fig 4.3 RGB composite of second satellite image 
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When implementing K-means the value of K has to be passed, the number of clusters k is an input 

parameter: an inappropriate choice of k may yield poor results. That is why, when performing k-

means, it is important to run diagnostic checks for determining the number of clusters in the data 

set [23]. 

For K = 4 the results of the cluster is shown below: 

Fig 4.4 cluster image for satellite taken in 2019 
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Fig 4.5 cluster image for satellite taken in 2017  

From the above result, the label for the 4 cluster is water, built-up area, bare ground 

The classification as in fig 4.4 

Color  Classification  

Blue Water  

Red Built-up area 

green Bare ground 
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Pink shrubs 

 

The classification as in fig 4.5 

Color  Classification  

green Water  

Red Built-up area 

blue Bare ground 

pink Shrubs  
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5. CONCLUSION 

In this study, satellites images were downloaded and classified automatically with an unsupervised 

learning algorithm. The classification was efficient as the output were similar to real life data.  

However, from observation and analysis of the downloaded datasets, changes were not much on 

the land use and the land cover as well. 

The major challenge encountered during this study is inadequate accuracy in some of the details 

regarding the Area of Interest. This can cause conflicting results with regards to future research. 

Hence, there is need for further research in the field of GIS in this area to obtain a more better result 

and enhance decision making. 
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