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Chapter 1

Introduction

The integration of Artificial Intelligence (AI) in the construction industry is a transfor-

mative shift that utilizes cutting-edge technologies such as Natural Language Processing

(NLP) and stable diffusion algorithms to revolutionize traditional construction methods

[1]. NLP enables seamless communication between human stakeholders and AI systems,

facilitating efficient data processing and decision-making [1]. This allows for more effi-

cient and effective collaboration between AI-driven systems and human expertise, leading

to faster project completion, cost-effectiveness, and improved overall quality [1].

One key application of AI in construction is through AI-powered image recognition al-

gorithms, which play a pivotal role in ensuring accurate and swift analysis of vast amounts

of visual data [1]. These algorithms enhance safety protocols by detecting potential haz-

ards in real-time and contribute to the creation of precise floor plans and 3D models [1].

Additionally, stable diffusion techniques in AI optimize resource allocation and project

timelines, mitigating bottlenecks and ensuring a steady workflow [1].

The use of AI in construction projects has surged in recent years and is believed to

represent a significant potential for increasing productivity and efficiency in the industry

[2]. The integration of AI technologies in the construction industry streamlines processes

and delivers projects with unprecedented efficiency and accuracy [2]. This paradigm shift

in the construction industry embraces AI technologies to streamline processes and deliver

projects with unprecedented efficiency and accuracy [2].

The application of AI in the construction industry is also seen as a means to achieve

sustainable development [3]. AI has emerged as a promising technology for tackling chal-

lenges in the oil and gas industry and has the potential to contribute to sustainable devel-

opment in this sector [3]. Furthermore, the integration of AI in the construction industry
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1. Introduction

can help increase automation and provide better competitive advantages [4].

In conclusion, the integration of AI in the construction industry represents a trans-

formative shift that utilizes cutting-edge technologies such as NLP and stable diffusion

algorithms to revolutionize traditional construction methods. This integration fosters a dy-

namic construction environment where AI-driven systems collaborate with human exper-

tise, leading to faster project completion, cost-effectiveness, and improved overall quality.

The use of AI in construction projects has surged in recent years and is believed to rep-

resent a significant potential for increasing productivity and efficiency in the industry.

Additionally, the application of AI in the construction industry has the potential to con-

tribute to sustainable development and provide better competitive advantages.
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Chapter 2

A brief history of AI

The history of artificial intelligence (AI) can be traced back to ancient times when

the concept of intelligent artificial beings created by master craftsmen was believed

[5]. However, the roots of modern AI can be attributed to philosophers who described

human thinking as symbol manipulation [6]. Formal AI research began in 1956 at

Dartmouth College, leading to significant funding and discussions about electronic brains

[7]. However, AI faced challenges and experienced periods of reduced funding known as

"AI winters" [7]. In the 21st century, AI gained momentum due to advances in machine

learning, powerful hardware, and big data [5].

2.1 Early Concepts and Philosophical Foundations

(Ancient Times - 1940s)

The history of AI can be traced back to ancient times when the concept of intelligent

artificial beings was believed [8]. Philosophers explored the idea of human thinking as

symbol manipulation, laying the groundwork for the development of AI. In the 1940s, the

introduction of programmable computers sparked discussions about electronic brains and

the potential for creating artificial intelligence [8].

These early concepts and philosophical foundations set the stage for further advance-

ments in AI research. The work of Alan, particularly his paper "Computing Machinery

and Intelligence," played a significant role in shaping the understanding of AI and its

potential [8]. Additionally, the logical calculus of ideas immanent in nervous activity pro-

posed by provided insights into the computational aspects of AI [9].
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2. A brief history of AI

The exploration of AI also intersected with other disciplines. discussed the social sci-

ences’ insights into explanation in artificial intelligence, highlighting how social explana-

tions account for attributing deliberative behavior to groups without referring to intention

[10]. The relationship between technology and mathematics was also examined, empha-

sizing the importance of sound mathematical foundations for advances in AI [11].

During this period, the field of AI was still in its early stages, and there were debates

and discussions surrounding its philosophical and theoretical underpinnings. The devel-

opment of neuromorphic spiking neural networks and their hardware implementations

showcased the efforts to mimic the brain’s functionality in AI systems [12].

2.2 Formalization and Birth of AI (1952-1956)

In the 1950s, discussions about artificial brains and the potential for creating intel-

ligent machines led to the formalization of AI research, establishing it as an academic

discipline McCulloch & Pitts [9]. This period witnessed significant developments that

laid the foundation for the birth of AI as a distinct field of study.

One notable event during this time was the Dartmouth Workshop held in 1956 [13].

The workshop brought together leading researchers in the field, including John McCarthy,

Marvin Minsky, Nathaniel Rochester, and Claude Shannon, among others. The Dartmouth

Workshop is widely regarded as a pivotal moment in the history of AI, as it marked the

birth of the field as an organized and recognized discipline.

During the Dartmouth Workshop, the participants discussed various aspects of AI,

including problem-solving, learning, and language processing. One of the key achieve-

ments of the workshop was the development of the "Logic Theorist" by Allen Newell and

Herbert A. Simon [13]. The Logic Theorist was a computer program designed to prove

mathematical theorems using symbolic logic. Its success in proving a range of theorems

demonstrated the potential of AI and showcased the power of symbolic manipulation in

problem-solving.

Furthermore, it was during the Dartmouth Workshop that the term "Artificial

Intelligence" was coined [13]. John McCarthy, one of the workshop organizers, proposed

the term to describe the field of study focused on creating intelligent machines. The term

"Artificial Intelligence" quickly gained popularity and became the standard label for the

field.
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2. A brief history of AI

The formalization of AI research during this period laid the groundwork for subse-

quent advancements in the field. It provided a framework for researchers to explore and

develop new algorithms, models, and techniques for creating intelligent systems. The

Dartmouth Workshop served as a catalyst for further research and collaboration, leading

to the establishment of AI as a distinct and rapidly evolving discipline.

2.3 Golden Age of AI Research (1956-1974)

Following the Dartmouth Workshop in 1956, AI research entered a period of optimism

and growth, often referred to as the "Golden Age" of AI. During this time, significant

advancements were made in various key approaches, including reasoning as search, natu-

ral language processing, micro-worlds, and advancements in automata and robotics. The

field received substantial funding from organizations like the Defense Advanced Research

Projects Agency (DARPA), which supported major AI research centers and fostered a vi-

brant research culture [8] [14].

One of the key approaches that emerged during this period was reasoning as search.

Researchers such as Allen Newell and Herbert A. Simon developed the General Problem

Solver (GPS), a program that used a problem-solving approach based on search algo-

rithms. This approach laid the foundation for later developments in areas such as expert

systems and knowledge representation [15].

Natural language processing also saw significant progress during the Golden Age of

AI. Researchers like Joseph Weizenbaum developed early natural language processing

systems, such as ELIZA (2.1), which simulated conversation by using pattern matching

techniques [16]. These early systems paved the way for advancements in machine trans-

lation, information retrieval, and dialogue systems.
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2. A brief history of AI

Figure 2.1: Conversation with ELIZA

Micro-worlds, or simplified simulated environments, were another important area of

research during this period. Researchers like Marvin Minsky developed micro-worlds

such as the Blocks World, which allowed for the exploration of problem-solving and rea-

soning in a controlled environment [17]. These micro-worlds provided valuable insights

into the capabilities and limitations of AI systems.

Advancements in automata and robotics also played a significant role during the

Golden Age of AI. Researchers like John McCarthy and the Shakey (2.2) the Robot team

at Stanford University developed Shakey, an autonomous robot capable of navigating its

environment and performing tasks [18]. This work laid the foundation for future develop-

ments in robotics and embodied AI.
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2. A brief history of AI

Figure 2.2: SRI’s Shakey, the first mobile robot that could make decisions about how to
move in its surroundings [19]

The substantial funding provided by DARPA during this period supported major AI

research centers, including the Stanford Artificial Intelligence Laboratory and the MIT

Artificial Intelligence Laboratory. These centers became hubs of innovation and collabo-

ration, attracting top researchers and fostering a vibrant research culture [20].

The Golden Age of AI Research witnessed remarkable progress and laid the ground-

work for future advancements in the field. The key approaches and developments during

this period set the stage for the continued growth and evolution of AI as a discipline [20].

2.4 The First AI Winter (1974-1980)

Challenges emerged, leading to financial setbacks during the period known as the First

AI Winter (1974-1980). Limited progress, critiques, funding cuts, and the publication of

"Perceptrons: An Introduction to Computational Geometry" in 1969 impacted the field

Ligęza [6]. The book, authored by Marvin Minsky and Seymour Papert, highlighted the
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2. A brief history of AI

limitations of perceptrons, a type of artificial neural network, and raised doubts about the

feasibility of AI research at the time.

The publication of "Perceptrons" had a profound impact on the field, contributing to

a period of skepticism and decreased funding for AI projects. The perception of limited

progress and the AI effect, which discounts the achievements of AI systems once they are

successfully implemented, further contributed to the decline in funding and support for

AI research [21].

In response to the challenges faced by AI, researchers began exploring alternative

approaches and shifting research directions. Logic programming gained attention as a

promising approach during this period [22]. Logic programming focused on using for-

mal logic to represent and reason about knowledge, providing a new perspective for AI

research.

Additionally, "anti-logic" approaches, such as connectionism and neural networks,

emerged as alternatives to traditional symbolic AI [23]. These approaches aimed to mimic

the structure and function of the human brain, emphasizing the importance of parallel

processing and distributed representations.

The First AI Winter marked a shift in research directions and a reevaluation of the

goals and methods of AI. While the period was characterized by financial setbacks and

reduced enthusiasm, it also paved the way for future advancements in AI. The challenges

faced during this time led to a deeper understanding of the limitations and complexities

of AI systems, setting the stage for subsequent periods of progress and resurgence in the

field.

2.5 The AI Boom (1980-1987)

The period from 1980 to 1987 marked an AI boom, characterized by significant ad-

vancements and increased interest in the field. Several key developments contributed to

the progress of AI during this time.

One notable aspect of the AI boom was the rise of expert systems. Expert systems

were computer programs designed to emulate the decision-making capabilities of human

experts in specific domains. These systems utilized knowledge bases and inference en-

gines to provide expert-level advice and solutions. The development and deployment of

expert systems in various industries, such as medicine and finance, showcased the practi-

cal applications of AI [24].
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2. A brief history of AI

The knowledge revolution also played a significant role during this period. The avail-

ability of large amounts of data and the development of techniques for knowledge repre-

sentation and reasoning fueled advancements in AI. Researchers focused on developing

methods to extract, organize, and utilize knowledge effectively, leading to the develop-

ment of knowledge-based systems [6].

Achievements in chess playing programs also captured public attention and demon-

strated the capabilities of AI. In 1985, the chess-playing program Deep Thought defeated

a grandmaster for the first time, marking a significant milestone in AI research [24]. This

achievement showcased the potential of AI in complex problem-solving and strategic

decision-making.

International projects, such as Japan’s Fifth Generation Project, contributed to the

progress of AI during this period [25]. The Fifth Generation Project aimed to develop

advanced computer systems capable of performing intelligent tasks. The project focused

on parallel computing, logic programming, and natural language processing, among other

areas. Although the project did not achieve all its goals, it stimulated research and collab-

oration in AI and had a lasting impact on the field.

Advancements in neural networks also played a role in the AI boom. Researchers

explored the potential of neural networks for pattern recognition, learning, and decision-

making tasks. The development of back propagation, a learning algorithm for training

neural networks, in the 1980s further enhanced the capabilities of neural networks [25].

The AI boom of the 1980s witnessed significant progress and increased interest in AI

research and applications. The rise of expert systems, the knowledge revolution, achieve-

ments in chess playing programs, international projects like Japan’s Fifth Generation

Project, and advancements in neural networks all contributed to the growth and devel-

opment of AI during this period.

2.6 Second AI Winter (1987-1993)

The period from 1987 to 1993, known as the Second AI Winter, was characterized by

a decline in interest and funding for artificial intelligence (AI) research. Several factors

contributed to this downturn, including issues with expert systems, funding cuts, and the

emergence of nouvelle AI and embodied reason.

One of the factors that led to the Second AI Winter was the realization of the lim-

itations of expert systems. Expert systems, which were highly specialized AI programs
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2. A brief history of AI

designed to mimic human expertise in specific domains, faced challenges in scaling up

and handling uncertainty [25]. The high expectations set for expert systems were not fully

met, leading to a decline in confidence and funding for AI projects.

Funding cuts also played a significant role in the Second AI Winter. Government agen-

cies and organizations reduced their financial support for AI research, leading to the clo-

sure of AI research centers and a decrease in research activities [25]. The lack of funding

hindered progress and innovation in the field, contributing to the decline in AI research

during this period.

The emergence of nouvelle AI and embodied reason also impacted the direction of

AI research. Nouvelle AI, or "new AI," emphasized the use of sub-symbolic approaches,

such as neural networks and connectionism, as alternatives to traditional symbolic AI [26].

These approaches focused on learning from data and pattern recognition, challenging the

dominance of symbolic AI.

Embodied reason, which emphasized the importance of physical embodiment and in-

teraction with the environment, gained prominence during this period [27]. Researchers

recognized the limitations of purely symbolic approaches and explored the role of embod-

iment in cognition and intelligence. Robotics and embodied intelligence became areas of

focus, challenging the dominance of purely symbolic approaches to AI [28].

Despite the challenges and setbacks faced during the Second AI Winter, the period

also laid the groundwork for future advancements in AI. The lessons learned from the

limitations of expert systems and the exploration of nouvelle AI and embodied reason

paved the way for new research directions and approaches in AI.

2.7 AI (1993-2011)

The period from 1993 to 2011 witnessed significant milestones and advancements in

the field of artificial intelligence (AI). These years were marked by notable achievements,

the adoption of new approaches, and the integration of AI solutions into various industries.

One of the milestones during this period was the victory of IBM’s Deep Blue over

world chess champion Garry Kasparov in 1997 Ligęza [6]. Deep Blue’s success demon-

strated the power of AI in complex strategic decision-making and showcased the advance-

ments in machine learning and search algorithms.

Robotics also made significant strides during this time, with achievements that show-

cased the capabilities of AI. For instance, the development of autonomous vehicles and
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humanoid robots demonstrated the progress in perception, motion planning, and control

systems [29]. These advancements paved the way for the integration of robots into various

domains, including manufacturing, healthcare, and exploration.

Another significant milestone was IBM’s Watson winning the Jeopardy! game show

in 2011 [30]. Watson’s victory demonstrated the advancements in natural language pro-

cessing, knowledge representation, and probabilistic reasoning. It showcased the ability

of AI systems to understand and process human language and access vast amounts of

information to provide accurate answers.

During this period, the field of AI embraced intelligent agents as a key approach.

Intelligent agents are autonomous entities that perceive their environment and take ac-

tions to achieve specific goals. The development of intelligent agents allowed for more

sophisticated and interactive AI systems [31].

Probabilistic reasoning also gained prominence during this time. Researchers focused

on developing algorithms and models that could handle uncertainty and make decisions

based on probabilistic information. Bayesian networks and probabilistic graphical models

became important tools for representing and reasoning under uncertainty [32].

The field of AI also embraced rigorous mathematical tools and techniques.

Researchers developed formal methods for AI, including logic-based approaches, for-

mal verification, and model checking. These mathematical tools provided a foundation

for ensuring the correctness and reliability of AI systems [33].

The integration of AI solutions into various industries was another significant de-

velopment during this period. AI technologies were applied in areas such as healthcare,

finance, transportation, and customer service. AI-powered systems were used for medi-

cal diagnosis, fraud detection, autonomous vehicles, and personalized recommendations,

among other applications [34].

2.8 2011-Present: Big Data and Advanced Machine

Learning

The period from 2011 to the present has been characterized by significant advance-

ments in the field of artificial intelligence (AI), driven by the proliferation of big data

and advancements in machine learning. This era has witnessed the emergence of large
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language models like GPT-3 and GPT-4, which have showcased the capabilities of AI in

natural language processing and generation Hey [35].

The importance of big data has been defined by its 5Vs: Volume, Velocity, Variety,

Value, and Veracity. The exponential growth in data has driven innovations in data analysis

and optimization processes [36]. The ability to collect, store, and process massive amounts

of data has opened up new opportunities for AI applications and insights.

Machine learning has played a crucial role in harnessing the power of big data.

Advanced machine learning techniques, such as deep learning, have revolutionized AI

research and applications. Deep learning models, with their ability to automatically learn

hierarchical representations from large-scale data, have achieved remarkable success in

various domains, including computer vision, natural language processing, and speech

recognition [37].

The integration of big data and advanced machine learning has led to significant ad-

vancements in various fields. In healthcare, AI-powered systems have been developed for

disease diagnosis, drug discovery, and personalized medicine [38]. In finance, big data

analytics and machine learning algorithms have been used for fraud detection, risk assess-

ment, and algorithmic trading [39]. In agriculture, AI and big data have been employed

for precision farming, crop yield optimization, and pest management [40].

The era of big data and advanced machine learning has also witnessed advancements

in data analytics and optimization techniques. Researchers have developed new algo-

rithms and models to extract insights from complex and high-dimensional data, enabling

better decision-making and resource allocation [41]. The integration of big data analytics

and AI has also led to the development of intelligent systems that can process and analyze

data in real-time, enabling timely and informed decision-making [42].

The impact of big data and advanced machine learning extends beyond technical do-

mains. In education, AI-powered systems have been used for personalized learning, adap-

tive assessments, and intelligent tutoring [43]. In libraries and information management,

big data analytics have been employed for data-driven decision-making, user behavior

analysis, and content recommendation [44]. The application of big data and AI has also

raised important ethical and privacy concerns, highlighting the need for responsible and

transparent practices [45].

The era of big data and advanced machine learning continues to evolve rapidly, with

ongoing research and advancements in AI algorithms, data management, and computing

infrastructure. As the volume and complexity of data continue to grow, the integration of
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big data and AI will play a crucial role in unlocking new insights, driving innovation, and

addressing complex challenges across various domains.

Figure 2.3: AI milestones

Figure 2.4: Brief history of Neural Networks
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Chapter 3

Current appliances of AI in Engineering

Artificial intelligence (AI) has advanced significantly in recent years and has the po-

tential to revolutionize various fields of engineering. AI-powered applications can tackle

complex engineering problems that traditional methods cannot handle, making them effi-

cient, fast, accurate, and comprehensive.

Different AI methods such as machine learning, genetic algorithms, fuzzy logic, and

neural networks have been evaluated and applied in engineering contexts [46]. AI has

been used in various stages of the design process, including inspiration, idea generation,

evaluation, optimization, decision-making, and modeling [46].

Recent trends in AI applications in engineering include data-based design methods

and explainable AI. It is important to choose the appropriate AI method for each engi-

neering problem to achieve successful results.

3.1 Overall use-cases of AI in Engineering

3.1.1 AI-powered Design and Planning

AI algorithms analyze vast amounts of data to optimize building designs. Machine

learning algorithms can assess architectural blueprints, geological surveys, and climate

data to create energy-efficient and structurally sound designs [47]. AI also aids in site

selection and planning by considering factors like traffic patterns, environmental impact,

and accessibility.
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3.1.2 Project Management and Scheduling

AI-driven project management tools utilize predictive analytics to create accurate

project schedules. These tools analyze historical project data, weather conditions, and

other variables to predict potential delays and optimize scheduling [47]. Real-time mon-

itoring through IoT sensors and AI algorithms enables project managers to make data-

driven decisions, reducing bottlenecks and improving overall efficiency.

3.1.3 Construction Automation and Robotics

AI-powered robotics and automation systems are being deployed for various con-

struction tasks. Construction robots equipped with AI can perform repetitive tasks such

as bricklaying, concrete pouring, and welding with precision and speed. Drones equipped

with AI and computer vision are used for aerial surveys, site inspections, and material

delivery, enhancing safety and accuracy.

3.1.4 Safety and Risk Management

AI applications, including computer vision and IoT sensors, enhance safety on con-

struction sites. Computer vision algorithms can monitor workers’ activities and identify

potential hazards, ensuring compliance with safety regulations [47]. Predictive analytics

in AI help assess risks associated with different project aspects, enabling proactive risk

management and mitigation strategies.

3.1.5 Supply Chain Optimization

AI algorithms optimize the construction supply chain by predicting material require-

ments, tracking inventory levels, and identifying suppliers offering the best prices and

delivery times. Predictive analytics improve procurement processes, reducing costs and

delays associated with material shortages [47].

3.1.6 Quality Control and Inspections

AI-driven image recognition and machine learning are utilized for quality control and

inspections. These systems can identify defects, deviations from blueprints, and struc-

tural issues by analyzing images and sensor data, ensuring that construction projects meet

industry standards and regulations [47].
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3.2 Specific uses of AI in Construction Industry

3.2.1 Artificial Neural Networks

Artificial neural networks (ANN) have been widely applied in the construction indus-

try for various tasks such as energy efficiency, structural analysis, construction materials,

smart city technologies, and more [48].

ANN has been used in heating, ventilation, and air conditioning (HVAC) for analysis

and optimization of control systems, as well as predicting non-uniform indoor pollutant

concentration.

In structural analysis, ANN has been used for assessing concrete strength and perfor-

mance, evaluating damage states of steel structures, and assessing various loads.

ANN has also been utilized in construction safety, including the assessment of fire

resistance of building materials, safety assessment of mega-projects, evacuation tasks,

and forecasting the safety of building structures.

Additionally, ANN has been applied in construction engineering and soil mechanics,

as well as in preventing injuries at construction sites [48].

3.2.2 Automated floor plan generation

The authors [49] conducted a literature survey using four main databases, including

Web of Science, Google Scholar, Scopus, and CumInCAD, to retrieve research articles

for their review paper.

Ramon Elias Weber et al. [49] identified 49 different methods for automated floor plan

generation, categorized into three types: bottom-up, top-down, and referential methods.

The authors excluded methods that did not result in a floor plan layout, such as those

studying adjacency graphs or building massings.

Referential methods, which involve learning from precedent and using architectural

catalogues and previously generated designs, have been of interest in both professional

and educational settings. ML algorithms with deep neural networks, such as generative

adversarial networks (GANs), as well as mathematical programming methods, have been

used in referential design [49] .
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3.2.3 Production ready applications of AI in Construction

Below is a table of AI integrated products that are currently offered to solve couple of

Construction related problems or provide automation for various processes.

Products

Name Best features Limitations

ClickUp

• Optimized construction schedul-

ing,

• Materials tracking, resource man-

agement,

• Managing projects with mobile

app

• There is a learning curve for us-

ing the software

• Mobile app is not as developed as

PC

OpenSpace.ai

• Creating 360-degree walk-

throughs of construction sites,

• Creating digital twins on job

sites,

• Automatically mapping captured

images to project plans,

• Integrating project data with vi-

sual documentation

• Lack of integration with

Autodesk products, like

Construction Cloud,

• Scanning and capturing job site

images can be time-consuming
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3. Current appliances of AI in Engineering

Name Best features Limitations

Procore

• Encompassing tasks such as doc-

ument control, scheduling, bud-

geting, and communication,

• Enabling seamless collaboration

among construction teams, sub-

contractors, and stakeholders,

• Features a dedicated mobile ap-

plication for enhanced accessibil-

ity and convenience.

• Tasks cannot be configured as

"recurring.",

Fusion 360 by

Autodesk

• Utilizing AI-powered generative

design techniques,

• Employing advanced parametric

modeling techniques,

• Incorporating integrated simula-

tion and analysis tools,

• Restrictions on offline capabili-

ties
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Name Best features Limitations

Fieldwire

• Facilitating effortless blueprint

management and sharing,

• Enabling teams to create, assign,

and monitor tasks in real time,

• Providing in-depth reporting

features to offer insights into

progress and performance met-

rics

• Constraints in financial and bud-

get tracking capabilities within

the platform

PlanSwift

• Precise and streamlined measure-

ments and calculations extracted

directly from digital blueprints

and documents, ensuring accu-

racy and efficiency

• PlanSwift does not provide a

cloud-based or server alternative

for users,

• Potential lag when switching

project tabs in the product

DroneDeploy

• Exceptional aerial imaging capa-

bilities for construction sites,

• Automated generation of 2D

maps and 3D models from drone

imagery

• The platform lacks the capability

to import 3D models for overlay-

ing designs,

• Managing and tracking project

deliverables can pose significant

challenges within the system
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Name Best features Limitations

viAct

• Precision in detecting safety

compliance issues and potential

hazards,

• Early identification of plan de-

viations using advanced anomaly

detection

• The product offers restricted cus-

tomization features, limiting ex-

tensive modifications,

• The product lacks Internet of

Things (IoT) integration

AI Clearing

• Utilizes sophisticated AI algo-

rithms for automatic identifica-

tion of safety compliance issues

and hazards,

• Automated detection of plan dis-

crepancies for prompt corrective

action,

• Provides robust visual analytics

and reporting tools for informed

decision-making

• Lack of universal adoption,

• Absence of domestic support in

the United States
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3. Current appliances of AI in Engineering

Name Best features Limitations

AVEA Insight

• Optimizes asset performance and

risk mitigation with AI-driven

predictive maintenance algo-

rithms,

• Streamlines IT management with

automatic updates and cloud scal-

ability,

• Empowers proactive mainte-

nance strategies with advanced

pattern recognition

• The product does not offer clash

detection features,

• It may be better aligned with

the requirements of manufactur-

ing industries rather than con-

struction

Table 3.1: AI driven products that are used in Construction Industry
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Chapter 4

Use of Natural Language Processing in

Construction Industry

4.1 What is NLP?

Natural Language Processing (NLP) is a field of study that focuses on the mathemat-

ical and computational modeling of various aspects of language. It involves the develop-

ment of systems and algorithms that enable computers to understand and process human

language. NLP is highly interdisciplinary, drawing concepts from computer science, lin-

guistics, logic, and psychology.

The primary goal of NLP is to enable computers to "understand" and interpret human

language, although the definition of "understanding" remains a major challenge in the

field [50]. NLP techniques aim to bridge the gap between human language and machine

language, allowing computers to analyze, interpret, and generate human language in a

meaningful way.

4.2 How NLP can be used in Construction Industry?

NLP has a wide range of applications across different domains, including the con-

struction industry. In construction, NLP can be used to optimize information flow, project

management, risk assessment, compliance checking, and supply chain optimization [47].

By leveraging NLP techniques, construction professionals can improve efficiency, accu-

racy, and decision-making processes.
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4. Use of Natural Language Processing in Construction Industry

For example, NLP algorithms can analyze large volumes of construction-related data,

such as blueprints, geological surveys, and climate data, to optimize building designs for

energy efficiency and structural integrity [47]. NLP can also be used to extract construc-

tion quality requirements from textual specifications, automating the information retrieval

process and facilitating automated construction inspection [51].

In project management and scheduling, NLP-powered tools can utilize predictive an-

alytics to analyze historical project data, weather conditions, and other variables to cre-

ate accurate project schedules and predict potential delays [47]. Real-time monitoring

through IoT sensors and NLP algorithms enables project managers to make data-driven

decisions, reducing bottlenecks and improving overall efficiency.

NLP can also enhance safety and risk management in construction. Computer vision

algorithms can monitor workers’ activities and identify potential hazards, ensuring com-

pliance with safety regulations [52]. NLP can assist in assessing risks associated with

different project aspects, enabling proactive risk management and mitigation strategies

[52].

Furthermore, NLP techniques can optimize the construction supply chain by predict-

ing material requirements, tracking inventory levels, and identifying suppliers offering the

best prices and delivery times [47]. This improves procurement processes, reduces costs,

and minimizes delays associated with material shortages.

In recent years, there has been a significant rise in the popularity and widespread

use of Natural Language Processing (NLP) models, with one notable example being the

widely recognized "ChatGPT." This model has gained immense attention globally and has

been extensively covered in various publications, primarily due to its impressive training

data volume. However, it is important to note that while ChatGPT has garnered fasci-

nation for its capabilities, its direct applicability to the specialized engineering needs of

the construction industry is limited. This limitation arises from the fact that ChatGPT has

not been trained on professional datasets that are crucial for generating credible insights

specific to the construction field.

4.2.1 Deep Layout Model

Wenming Wu et. al. have proposed a novel data-driven technique for automatically

and efficiently generating floor plans for residential buildings with given boundaries [53].
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4. Use of Natural Language Processing in Construction Industry

Figure 4.1: General input-output flow

Authors created a two-stage (4.2) approach that imitates the human design process

which is locating the rooms first and then walls while adapting to the input building

boundary [53].

Figure 4.2: Two-stage approach

The proposed network first places living rooms and then iteratively adds other rooms,

then, walls are added. In order to train this model they have constructed RPLAN (4.3), a

large-scale dataset of floor plans from real residential buildings [53].
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Figure 4.3: RPLAN dataset [53]

Although the current success of this proposed model, it still requires expert-level com-

puter knowledge to be able to harness its power. In addition to this, the model needs a

manual input for the room boundary, in order to populate it with rooms. One of the down-

sides of this is complexity, it is nearly impossible for an ordinary person, without required

skills, to operate such a sophisticated piece of technology.

It’s also worth mentioning, the training of this complex model, requires 4 to 5

days[53]. And the computer hardware is needed to be high-end, as the main hard work

falls onto GPU. Nevertheless, I believe this very model is highly applicable and can be

used in a much more complex system, that doesn’t require too much time and knowledge

to harness its power.

4.2.2 What if?...

Let’s imagine a system that integrates an NLP model, the Deep Layout Model (DLM)

and specific models for other processes, and an interface to output the generated data.

The NLP model should be trained with construction industry specific data, to be able to

transform the input accordingly, in order to control inner models.

As the DLM requires specific inputs to generate a floor plan, the trained NLP model

should be able to transform natural language to control DLM and other integrated model.

What I envision for other models are listed below:

• Produce scripts compatible with software platforms like Revit, Rhino, and Tekla,

catering to users with intermediate experience, thereby expediting building creation,
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4. Use of Natural Language Processing in Construction Industry

• Provide detailed instructions tailored for experienced users, facilitating the model-

ing process of their projects

• Offer creative concepts and ideas for building designs in response to requests from

inexperienced users,

• Generate estimated cost projections using the Revit API, enhancing project budget-

ing accuracy,

• Develop Python scripts for Rhino, enabling the generation of algorithmic designs

and augmenting the creative potential,

• And encompass additional functionalities vital for addressing diverse construction-

related needs

Here I propose the general flow-chart of the main system:
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Figure 4.4: General Flowchart of the model

The process is as follows:

1. User interacts with our NLP model

2. NLP model then transforms the query and sends it to inner layout

3. According to the user needs, specific model handles the input

4. Inner layout generates the output

5. The user has the ability to modify and/or add to the query
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6. Feedback is initiated and query is sent back to NLP model for further transforma-

tions

And here I show much detailed version to express my thought in a better way:

Figure 4.5: A detailed look into the model

As it can be seen from the flow-chart, the system is complex. Below is the process:

1. Transformed user input is sent to the Switcher inside inner layout

2. The Switcher then sends the data to requested models

3. DLM itself has a decision block which checks if user has specified boundaries
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(a) If user has specified boundaries, then the floor plan is generated with given

measurements

(b) If no boundaries have been specified, then the floor plan is generated with

default measurements, which will require the NLP model to prompt user in

the next cycle to enter measurements

4. After these processes the output is shown to user, waiting for further inputs

Note: The model for other processes is shown in its generalised form for the sake

of simplicity

4.2.3 Challenges

The idea seems easy to implement, yet it requires a lot of time to realize. DLM part has

its dataset which makes it much easier to work with, but for the NLP part a construction

industry related dataset is needed to be created from scratch.

In addition, computers with high-end hardware is needed to carry out the training

phase of each model. Here the computing power plays a huge role in the process of main-

taining success rate of generated output to be above 80%.

4.2.4 Future expectations

I believe in the viability of this idea as it can be a bridge between ordinary people and

sophisticated AI tools, in order to help them realize their ideas into a visible work, by just

using their natural language. And if I can prove the applicability of this idea in my future

research, I am sure this idea can be scaled up to serve people all around the globe.

My intentions are not to create a system that will replace architects or experts in this

field, but to create a tool that will generate alternative solutions for both the users and

experts. This system can also be used to connect possible customers to experts, which

itself will be a benefit for both parties.
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Chapter 5

Conclusion

The concept of creating "artificial intelligence" has always been with us, from the tales

to now implemented systems. The history of the current AI shows us that, as the time

goes by we are finding much better and efficient options. The continuous advancements

in machine learning algorithms have paved the way for AI systems to learn and adapt,

making them indispensable tools in our rapidly changing world.

A lot of effort has been put into AI in the past decades, with various tools emerg-

ing more victorious and finding their uses in the production of particular industries. AI

tools are mainly integrated outside of the construction industry, yet there are various tools

that help solve tedious tasks by automating processes. As we move forward, a multidisci-

plinary approach involving AI, NLP, and domain-specific expertise will be key in shaping

the future of problem-solving and decision-making processes.

Natural Language Processing is gaining attraction as the time passes, now it can be

used as a tool to learn, and/or to cut the time needed to create projects. In the field of civil

engineering, integrating Natural Language Processing with AI models can lead to innova-

tive solutions, streamlining processes and improving the overall project management. As

a Civil Engineer I believe we should join this trend to integrate NLP with other existing

and proven models to create a much more complex, yet capable system, which in its way

will be used to solve problems. By harnessing the power of AI and NLP, we can address

complex engineering challenges, optimize designs, and ensure sustainable development.
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